
7 Conclusion
7.1 Benchmark Results

The Matrix-Matrix Multiply (assembly coded DGEMM) benchmark showed that with the current

DAISy system configuration individual node performance will peak at 22% of the theoretical maximum of

60 MFLOPS.  Various other benchmark results (LINPACK and NPB 2.0) showed maximal performance

rates of 56% of peak.

The lmbench suite provided an extensive test of the system latency and bandwidth among the CPU

and (a) memory, (b) file system and, (c) network,.  In comparison to other commodity type PCs the DAISy

systems are beginning to show their age.  Even though, at the time of purchase (October 1994) the DAISy

systems were leading the field as far as commercial PCs were concerned, the performance growth of

microcomputers has again hit a new height, with advances in cache memory and main memory.  Increased

performance of these critical components exceeds 50%.

In contrast, the results from the main memory benchmarks (LINPACK, SPEC, lmbench suite, and

STREAM) main memory bandwidth of the 90MHz Pentium is well within that of many low-end

workstations offered by traditional workstation vendors.

Disk I/O performance results from the bonnie benchmark show that the DAISy cluster systems

have disk performance equivalent or superior to that of the measured HEAT systems.  The NFS server

performance shows the disadvantage of the current Intel motherboards inability to support more than one

bus-mastering network interface card.

The Netperf suite provided additional network performance analysis verifying results obtained

from the lmbench suite.  The 100Mb DAISy network lagged significantly behind the performance achieved

from the FDDI network connected to each HEAT cluster node.  The cause of this performance lag is due to

the memory bandwidth of motherboards used in the DAISy cluster.  Using Triton PCI chipset based

motherboards that support Pipelined Burst SRAM, current Pentium 100 MHz systems exceed 72 Mbit/s

TCP throughput over Fast Ethernet as measured by Netperf.  The DAISy nodes configured with P5-90

CPUs are not powerful enough to drive the networking hardware to the theoretical maximum.



The evaluation of the performance of the DAISy cluster on the three NPB application benchmarks

LU, BT, and SP is complicated by the source and intentions of the data which is being examined.  First, the

results reported in [19] were obtained under NPB 1.0 rules.  However, the data reported for  DAISy was

obtained under NPB  2.0 rules.  The difference in the two sets of rules is essentially that NPB 1.0 rules

allow intensive optimization of codes in order to assess the absolute maximum performance obtainable on

the algorithm from a particular architecture, while  NPB 2.0 rules are intended to determine the

performance of  a parallel architecture on a portable parallel code using MPI as the message passing

standard.  The codes run on DAISy were modified only to the extent needed to run; i.e., no algorithmic

optimizations were made  In view of these differences in the source of data, it is impressive that NPB SP,

BT, and LU implementations run on DAISy have price/performance with effectively unmodified, portable

MPI message passing codes that exceed that of highly optimized codes on several architectures, and is

competitive with many, including shared memory architectures.  This comparison between NPB 1.0 results

for other systems and NPB 2.0 results from DAISy is necessitated by the lack of NPB 2.0 data at the time

this analysis was performed.  It is expected that DAISy will exhibit much better comparative performance

against most other systems when NPB 2.0 data becomes available for them.

The Parallel Seismic Inverse Problem was the first demonstration of how DAISy can be used as a

parallel processing system.  The project goal was to demonstrate a parallel seismic inverse code that runs

scalably on inexpensive IBM compatible platforms.

7.2 Overall

In the past year the DAISy (Distributed Array of Inexpensive Systems) cluster has proven to be a

cost effective method for demonstrating the feasibility of solving grand challenge type computing problems

on a cluster of inexpensive commodity parts, but only due to the tremendous increase in the performance

growth of microcomputers has practical parallel computing on these type of clusters been possible.

The present DAISy cluster distributed system is defined as a collection  of personal computers

working together on a local network to achieve a goal.  The goal in this case is to perceive DAISy as a

parallel processing system,  even though DAISy is considered a distributed system.  The key characteristics

that define DAISy as a distributed system are: (1) resource sharing, (2) openness, (3) concurrency, (4)

scalability, (5) fault tolerance, and (6) transparency.



To perceive DAISy as a parallel processing system, discussed were various viewpoints associated

with MPPs and how they related to DAISy: (1) generalized parallel processor, (2) control vs. data

parallelism, and (3) the single program, multiple data taxonomy (SPMD).

The technology available to make the DAISy project possible consists of the P54C Pentium

90Mhz Processor, the PCI (peripheral control interface) bus, frame switched Fast Ethernet, and a UNIX

compatible operating system that can be run on architecture based on the 80x86 microprocessor.

Workstation clusters were originally developed as a way to leverage the better cost basis of UNIX

workstations to perform computations previously handled only by relatively more expensive

Supercomputers.  Commodity workstation clusters take this evolutionary process one step further by

replacing equivalent proprietary workstation functionality with less expensive PC technology.  As PC

technology encroaches on proprietary UNIX workstation vendor markets, these vendors will see a

declining share of the overall market.
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