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ABSTRACT: A procedure is presented to untangle unstructured 2D meshes containing
inverted elements by node repositioning. The inverted elements may result from node
movement in flow simulations and in large deformation problems such as metal form-
ing. Meshes with inverted elements may also be created due to the limitations of mesh
generation algorithms particularly for non-simplicial mesh generation. The untangling
procedure uses a combination of direct node placement based on geometric computa-
tion of the feasible set and node repositioning driven by numerical optimization of an
element area based objective function. It is shown that a combination of the feasible set
based method and the optimization method achieves the best results in untangling the
mesh. Preliminary results are also presented for untangling of 3D unstructured meshes
by the same approach.

KEY WOoRDS: Mesh untangling, inverted elements, triangles, quadrilaterals

Introduction

Avrbitrary Lagrangian-Eulerian or ALE methods are a popular class of methods for sim-
ulating flow problems and large deformation problems [1, 2]. ALE methods consists of
a Lagrangian step in which the mesh nodes move according to the flow of the material,
a rezone step in which the mesh is modified to improve its quality and the remapping
step in which the solution is transferred from the old mesh to the new, improved mesh.
In [3, 4, 5], methods were described to improve quality of the mesh while keeping it
close to the original mesh. However, in order to improve the meshes by the methods
described in [3, 4, 5], all elements of the starting mesh must be valid or non-inverted.
Therefore, if the Lagrangian step of an ALE simulation causes the mesh to become
tangled (i.e., it has some elements that become inverted), the mesh must be untangled
before the mesh improvement procedures are applied to it.

The need for untangling meshes also exists when a mesh generation procedure is un-
able to create all valid elements in a mesh. This situation may be encountered in the
generation of all hexahedral meshes and or general polyhedral meshes where there is no
guaranteed method of directly generating a valid mesh [6]. It may also be encountered
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in advancing front based mesh generation of tetrahedral and hexahedral [7, 8, 9] where
it is possible to generate small cavities that cannot be filled with all positive volume
elements. In these cases, it is very useful to have a tool that can untangle the mesh after
the initial generation assuming that the right mesh connectivity has been generated.
Several researchers have recently begun focusing on the problem of untangling unstruc-
tured meshes by node repositioning [10, 11, 12, 13]. Freitag and Plassman [11, 14] un-
tangle meshes by optimization of a local function based on maximizing the minimum
element area at each mesh vertex. Knupp [12] performs a global optimization of the
difference between the absolute and signed values of element volumes in order to op-
timize the mesh. Kovalev et.al. [13] visit each vertex connected to at least one invalid
element and reposition the vertex directly to a point in its feasible set (or “kernel”) to
make all connected elements valid. They define the feasible set of a vertex to be the
set of all locations of the vertex for which all elements connected to the vertex will
be valid. The new location of the vertex in the feasible set is found by a clever use
of the simplex method to find three corners of the feasible set and taking their mean.
Most of these procedures are capable of successfully untangling many tangled mesh
configurations. However, there are conditions under which they may fail to untangle
the mesh or they may not be able to produce elements with sufficient positive volume
S0 as to provide a good starting point for mesh improvement procedures.

In this paper, a method is presented for untangling unstructured 2D meshes containing
triangles and quadrilaterals. The method uses a multi-step approach based on relocat-
ing vertices to points in its feasible set and on minimizing a function to untangle the
mesh elements. The approach adopted here focuses only on ensuring that all elements
of the mesh meet at least bare minimum validity criteria as defined by the simulation
procedures that will use them. However, the methods can easily be combined with
separate procedures for improving the quality of the untangled mesh like the ones de-
scribed in [4, 5].

1 Definitions

In this study, an element is considered valid if each corner of the element is considered
valid. An element corner is valid if the Jacobian determinant of its mapping to a right
corner is positive.

The feasible set for a vertex can be defined as the set of all positions of the vertex for
which each connected element is valid at the corners affected by the position of the
vertex.

The feasible set for a vertex connected to a single triangle is a half-space as shown in
the 2D example in Figure 1la. For a vertex connected to a general polygonal element,
the feasible set of a vertex is defined by the intersection of three half-spaces as shown in
Figure 1b for a pentagon. Figure 1c shows the feasible set for a vertex interior to a patch
of elements. From the definition of the feasible set, it is clear that the feasible set is a
convex polygon in 2D while it is a convex polyhedron in 3D. Note that the feasible set
for a vertex can be empty depending on the geometry and configuration of the elements
connected to the vertex. This implies that given the positions of the boundary vertices
of the patch, there is no location for the vertex which will simultaneously make all the
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elements valid.

2 Untangling by Finding the Feasible Set

The definition of a feasible set given above leads to a natural method of untangling
meshes in which the feasible set of a vertex is determined and the vertex is positioned
inside it. This is referred to here as the feasible set method. In this approach each
vertex of the mesh is visited and its connected elements examined to see if any of them
are invalid. If an invalid element exists among the elements connected to the vertex,
the feasible set of the vertex is computed and the vertex is placed inside the feasible
set. The method loops over the mesh until all elements are valid or no invalid element
can be fixed.

The feasible set of a vertex can be found by computing the intersection of half-spaces
representing the feasible region of the vertex with respect to each element. In 2D,
this is accomplished by the intersection of pairs of lines demarcating the feasibility
half-planes [15].

In Figure 2, an example of mesh untangling by the intersection based feasible set
method is illustrated step by step. In the figure, the invalid quadrilaterals are shown
shaded and nodes connected to at least one invalid quadrilateral are shown in black.
While the intersection based computation of the feasible set works well in 2D, finding
the feasible set polyhedron by intersection of half-spaces is impractically complex in
3D. Therefore, an alternate method for positioning the vertex inside the feasible set is
implemented based on the simplex method as described in [13]. In [13] the idea is
proposed that the boundary lines of the half-planes forming the feasible set in 2D can
be interpreted as inequality constraints on the minimization of an arbitrary function. If
the function is a linear function then its minimum must occur at the intersection of two
of these inequality constraints or in other words the corner of the feasible set polygon.
Therefore, the corners of the feasible set polygon can be found by minimizing different
linear functions along with the appropriate inequality constraints using the simplex
method [16, 17].

This idea is further simplified by recognizing that for untangling, it is sufficient to find
any one position for the vertex inside its feasible set to make all connected elements
valid. This implies that it is unnecessary to find all corners of the feasible set polygon.
Therefore, for untangling a patch of elements in 2D, it can be inferred that it is sufficient
to find three distinct corners of the feasible set polygon and reposition the vertex to the
center of the triangle formed by these corners. Therefore, the procedure minimizes
simple linear functions such as f(x,y) =x, f(x,y) = —x and f(x,y) =y to find three
distinct corners of the feasible set polygon. The vertex is then repositioned to the center
of the triangle formed by these corners.

The feasible set approach to untangling is very useful because it is a direct way of fixing
inverted elements affecting only those nodes connected to invalid elements. However,
the shortcoming of this approach is that some elements cannot be fixed because the
feasible set associated with each of their vertices is empty.
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Figure 1: lllustration of Feasible Sets (a) Feasible set for vertex connected to single
element (b) Feasible set for vertex connected to a pentagon (c) Polygonal feasible set
for vertex connected to patch of triangular and quadrilateral elements.
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Figure 2: Untangling of mesh by feasible set method (a) Initial mesh (b),(c) Interme-
diate meshes (d) Final mesh. The shaded quadrilaterals indicate invalid elements and
vertices represented in black are connected to at least one invalid quadrilateral.
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3 Optimization Approach to Untangling

An alternative approach for untangling meshes is by minimizing an appropriate ob-
jective function so as to make all the invalid elements valid [11, 12]. Knupp [12]
proposed optimization of a global objective function based on the diference between
signed volumes of elements and their corresponding absolute values. If the area of the
i’th element in a mesh is a;, then the function to be minimized is

n
)= (o | —ap) (3.1)
|
Minimization of this function can only bring elements to a zero area (volume) state
which is still considered unusable in numerical simulations. Therefore, Knupp sug-
gested that a user controlled parameter 3 be added to the function modifying it to be

(=S (oa—Bl ~(c—B) (32)

The role of B is to force the function to reach a minimum when the elements have a
small positive volume instead of zero volume.

In this work, the objective function proposed by Knupp in [12] has been modified so
that it is quadratic and smooth as shown in Eqg. 3.3 below.

n
f) =5 (lai—B|—(ai —B)) (33)
I

This smooth function can then be minimized using a numerical optimization method
such as the conjugate gradient method [16, 17]. It has been found that, in pratice,
minimization of the quadratic form of the objective function untangles the mesh more
reliably than the linear form.
The advantage of the optimization approach to untangling described above is that is
guaranteed to make all elements at least non-negative. However, the method can have
a non-local effect on the mesh since it may have to mean several nodes in a local
neighborhood in order to fix an invalid element.
Figure 3 shows example of the mesh shown in Figure 2, untangled by the optimization
procedure. Figure 3a shows the mesh optimized using the quadratic objective function
without the use of 3 or f = 0. The procedure untangles the mesh but because {3 is
zero, some of the valid elements are barely valid. The barely valid elements and the
interior vertices connected to these elements are shaded in the figure. Figure 3b shows
the same optimization but with a finite 3, which is calculated as 10% of the problem
size (diagonal of the bounding box) normalized by the number of elements in either the
x or y directions and has the value of 0.106. As seen from the figure, the mesh is better
in this case since all the elements are positively valid.
In using the optimization procedure for untangling meshes, the choice of 3 must be
made carefully. Without (3 (i.e., f = 0.0), the optimization procedure can only make
all the elements valid in the sense that the volume of every element is positive or at
least zero. On the other hand, using an indiscrimanetely large  can be detrimental
since the objective function minimum can become non-zero. This implies that for the
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Figure 3: Invalid mesh of Figure 2 optimized using optimization with quadratic objec-
tive function (a) Without 3 (barely valid elements shown shaded) (b) With 3 = 0.106 =
10% of bounding box diagonal normalized by number of elements in x or y directions

given boundary configuration it is not possible for all elements to achieve a volume
equal to or greater than (3. Therefore, the approach adopted here is to set (3 to the mini-
mum acceptable area or volume of the elements with respect to the mesh optimization
procedures that will subsequently improve the mesh.

4 Mesh Untangling by 3 Stage Procedure

In the previous sections, it was seen that the feasible set approach had a local effect
on the mesh but could not always fix the mesh. On the other hand, the optimization
approach, usually fixed the mesh by making all elements non-negative but could affecta
larger number of nodes and resulted in barely valid elements. Therefore, the procedures
have been combined here into a 3-step procedure for maximizing the possibility of
untangling the mesh with minimal impact on the mesh.

The 3-step procedure for untangling the mesh first performs untangling by the feasi-
ble set method so as to fix as many elements as possible with minimal impact to the
valid part of the mesh. The second step of the procedure performs a minimization of
the quadratic objective function described earlier in order to fix any remaining invalid
elements. The optimization procedure first performs a local or vertex-by-vertex opti-
mization loop over the boundary vertices in order to try and fix as many elements as
possible by their movement. The movement of the boundary vertices is constrained to
the original discrete boundary by a local parameterization technique [5].

The third step of the procedure performs another round of untangling on barely valid
elements by the feasible set approach to try increase their volume. This step requires
redefinition of the feasible set boundaries to account for the desired element volumes.
Once this is done, the mesh is usually suitable for use as input to a mesh quality im-
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Figure 4: Untangling of Lagrangian mesh from Rayleigh-Taylor Simulation (a) Part
of original tangled mesh (b) Zoom-in of tangled mesh (nodes shown by a square are
connected to at least one invalid element) (c) Zoom-in of untangled mesh

provement procedure such as the one described in [4, 5].

5 Results

The first example shown in Figure 4 illustrates the untangling of a mesh arising from a
Rayleigh-Taylor simulation. The mesh is made invalid during the Lagrangian step of an
ALE simulation of the problem and must be fixed before the simulation can proceed.
Figure 4a shows a part of the overall domain, Figures 4b shows the tangled portion
of the mesh (with squares marking nodes connected to invalid elements). Figures 4c
shows the untangled mesh corresponding to the tangled meshes shown in Figures 4a,b.
The stages of untangling of this mesh are illustrated further in Figure 5. Figure 5a
shows a zoom-in of the tangled portion of the original mesh. Figure 5b shows the mesh
after the first untangling step by the feasible set method which is unable to fix all the
elements. Figure 5¢ shows the mesh after untangling by optimization during which all
elements were made at least barely valid. Finally, Figure 5d shows the mesh after the
second round of untangling by the feasible set method during which all elements were
brought to a positive volume state.

Figure 6 presents the example of untangling a mesh of the state of Texas. An originally
valid mesh shown in Figure 6a was tangled by a random perturbation of a subset of the
interior vertices to result in the mesh shown in Figure 6b. The maximum perturbation
was 20% of the domain size. This mesh was then successfully untangled using the
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Figure 5: Stages of untangling of mesh from Rayleigh-Taylor simulation (a) Zoom-in
of original mesh (nodes connected to invalid elements shown as squares) (b) Mesh after
application of feasible set approach, some elements remain with less than a minimum
volume (c) Mesh after optimization, some elements remain with zero volume (d) Mesh
after second application of the feasible set approach, all elements have volume greater
than required minimum.
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3-step procedure to give the mesh shown in Figure 6¢. For this example the feasible set
method alone left behind 17 patches with negative area triangles and the optimization
method alone left behind 6 zero area triangles. The value of (3 was zero for the opti-
mization step. The result of mesh improvement on the untangled mesh is presented in
Figure 6d to illustrate that good quality meshes can be obtained when the untangling
procedure is combined with mesh improvement procedures.

Conclusions

A multi-step method for successful untangling of unstructured 2D meshes has been
presented in this paper. The method uses a combination of the feasible set method and
optimization method to achieve the greatest degree of success in untangling the mesh
while keeping the mesh close to the original mesh as required for remapping in ALE
simulations. The methods have shown a high degree of success in untangling complex
2D meshes. The formulation of the procedures allows easy extension to 3D problems
and preliminary results are promising.
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PARALLEL GUARANTEED QUALITY DELAUNAY MESH GENERATION
AND REFINEMENT: CURRENT STATUS
v1.0 4/4/2003

NIKOS CHRISOCHOIDES'

T Computer Science Department
College of William and Mary
Williamsburg, VA 23185

ABSTRACT: Unstructured mesh generation and refinement poses a number of difficult
technical challenges, both in terms of algorithms and software. During the last five years
we have directed our research effort on mesh quality and parallel mesh generation and
refinement. This paper describes a summary of our results, open problems and future
directions for parallel guaranteed quality Delaunay mesh generation and refinement.

KEY WOoRDS: Parallel, Mesh, Generation, Refinement, Quality, Delaunay.

I ntroduction

Parallel mesh generation methods decompose the original meshing problem into smaller
subproblems that can be solved (i.e., meshed) in parallel. The requirements for the
solution of the subproblems on distributed memory computers are: (1) stability, dis-
tributed meshes should retain the good quality of elements and decomposition prop-
erties of the sequentially generated and partitioned meshes, (2) scalability (3) fault-
tolerance, and (4) code re-use, in order to leverage from the ever evolving basic se-
guential meshing techniques. The design and implementation of well tested and fine
tuned adaptive mesh refinement codes is a very expensive and time consuming task.
The same task becomes orders of magnitude more complex in the case of stable, scal-
able and guaranteed-quality mesh generation.

In order to develop cost-effective (i.e., high code re-use), stable and scalable guaranteed-
quality parallel mesh generation codes we are experimenting with three different ap-
proaches: (1) parallelization of existing sequential guaranteed quality Delaunay meth-
ods, (2) parallel Constrained Delaunay meshing techniques, and (3) parallel Domain
Decoupling approaches. In the rest of the paper we present a short overview on the
current state-of-the-art parallel methods for mesh generation and then we will briefly
describe the three approaches we developed at the College of William and Mary in col-
laboration with our colleagues at Cornell University in the context of crack propagation
project [5].

i kos@s. wm edu
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1 Parallel Mesh Generation: An Overview

In [15] parallel mesh generation methods, for distributed memory computers are clas-
sified in terms of the way and the order the artificial boundary surfaces (interfaces)
of the subproblems are meshed. Specifically, parallel methods are classified in three
large classes: (i) the methods that mesh simultaneously the interfaces as they mesh the
individual subproblems [14, 7, 12], (ii) methods that first mesh (in parallel or sequen-
tially [22]) the interfaces of the subproblems and then mesh in parallel the individual
subproblems, and (iii) the methods that first solve the meshing problem in each of the
subproblems in parallel and then mesh the interfaces [16] so that the global mesh is
consistent. Other classifications are possible, for example in [19] Lohner et al. classify
parallel mesh generation methods in terms of the basic sequential meshing techniques
used to mesh the individual subproblems.

In [10] we evaluate and classify parallel mesh generation methods in terms of two
fundamental issues: concurrency and synchronization that affect the stability, perfor-
mance, and code re-use of parallel meshing methods. The level (coarse-grain or fine-
grain) at which concurrency is explored and the type (local or global) synchronization
is required, determine the degree code re-use is possible and vise-versa. For example,
high code re-use of inherently tightly coupled methods, it reduces opportunities for
concurrency at a fine-grain level [22] or requires frequent global synchronization [19].
Concurrency and synchronization are independent off implementation choices like
communication paradigm (shared memory or message passing) and programming model
(data-parallel or task-parallel) of parallel and distributed mesh generation codes. And
therefore concurrency and synchronization can be used as key attributes to evaluate
parallel mesh generation methods. Parallel mesh generation methods can explore con-
currency in either a coarse-grain level (i.e., subdomain or submesh level of the geom-
etry to be meshed) or a fine-grain level (node or element level of the mesh) and they
synchronize either globally (all processors are involved) or locally (only small set of
processors is involved).

2 Paralle Guaranteed Quality Delaunay Mesh Gener-
ation

Most of the traditional parallel mesh generation methods explore concurrency at a
coarse-grain level using stop-and-repartition methods which are based on global syn-
chronization—a major source of overhead for large-scale parallel machines (see Figure
1). Also, traditional parallel mesh generation methods solve the mesh generation and
partitioning problems separately —this leads to an unnecessary and expensive memory
access overheads, since parallel mesh generation is NOT a computation intensive ap-
plication. Moreover the boundary (interfaces) of the subproblems are fixed —for some
algorithms this affects the stability of the parallel mesh.

In [13, 20] we presented the first provable 3-dimensional (3D) parallel guaranteed qual-
ity Delaunay mesh (PGQDM) generation and refinement algorithm and software for
polyhedral domains. The PGQDM mathematically guarantees the generation of tetra-
hedra with circumradius to shortest edge ratio less than 2, as long as the angle sepa-
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Figure 1: Performance data from parallel advance front technique [21] on 128 proces-
sor cluster. In the left graph, the blue color depicts the cycles lost due to work-load
imbalance due to refinement. In the right graph, the red and magenta depict the cycles
spend in communication (due to data movement) and global synchronization for tradi-
tional stop-and-repartition parallel mesh generation methods. The green color in both
graphs depicts the actual computation time of the advance front mesh generation.

rating any two incident segments and/or facets is between 90° and 270° degrees. The
PGQDM kernel is based on existing sequential algorithms [23, 9].

The PGQDM algorithm: (1) explores concurrency at both coarse-grain and fine-grain
levels in order to tolerate communication and local synchronization latencies, (2) cou-
ples the mesh generation and partitioning problems into a single optimization problem
in order to eliminate redundant memory operations (loads/stores) from and to cache,
local & remote memory, and discs, (3) allows the submesh interfaces induced by an
element—wise partitioning of an initial mesh of the domain to change as the mesh is
refined in order to mathematically guarantee the quality of the elements.

Figure 2a depicts an initial decomposition of a coarse mesh which is used for data
distribution purposes only. Figure 2b shows that the Bowyer-Watson [4, 25] cavity
extend beyond the submesh interfaces in order to guarantee the quality of the mesh. The
extension of the cavity beyond the interfaces is a source of intensive communication.
However as Figure 2c shows we can tolerate almost 90% of the communication by
concurrently refining other regions of the submeshes while we wait for remote data to
arrive. Unfortunately, the concurrent refinement can create a number of inconsistencies
in the mesh as the Figure 2d shows. These inconsistencies are resolved at the cost of
setbacks and frequent message polling shown in Figure 2e. At a communication cost
the PGQDM it can afford to be domain decomposition independent and it allows the
distribution of the new elements as they are generated (Figure 2f). Both characteristics
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Figure 2: a) Initial data distribution, b) cavity extension beyond the submesh interfaces,
c) time diagram with concurrent point insertion for tolerating communication latencies,
(d) an example that depicts a source of mesh inconsistency (e) performance data that
show setbacks due to elimination of mesh inconsistencies and finally (f) the refinement
of a cavity with simultaneous distribution of the newly created elements.
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eliminate the need to solve a challenging partitioning problem before, during or after
parallel meshing.

Our performance data from a 16 node SP2 and 32 node Cluster of Sparc Workstations
suggest that between 80% and 90% (in some instances even more) of the commu-
nication latency can be masked effectively at the cost of increasing communication
overhead up to 20% of the total run time. Despite the increase in the communication
overhead the latency-tolerant PGQDM can generate elements for parallel finite ele-
ment PDE solvers many times (it depends on the size of the generated mesh) many
times faster than the traditional approach which is based on the sequential generation
and parallel partition and placements of elements.

In PGQDM although we mask most of the communication and synchronization laten-
cies, the communication overhead (cycles for pushing and pulling messages from the
network) is around 50% of the total runtime. In summary, PGQDM is stable, but it is
communication intensive with limited code re-use. Next, | describe a stable method we
developed which eliminates local synchronization and minimizes communication as it
improves code re-use.

3 Parallel Constrained Delaunay M esh Generation

Contrary to PGQDM which ignores the interface edges or faces, with the Parallel Con-
strained Delaunay Mesh (PCDM) generation method [7] each submesh is treated as a
mesh defined by external boundary and constrained edges (or faces in 3D) which are
the edges of the interfaces between any pair of adjacent submeshes. PCDM simplifies
and minimizes the communication required for the parallel generation of unstructured
meshes.

Intuitively, the Constrained Delaunay Mesh (CDM) is as close as one can get to the
Delaunay triangulation given that one needs to handle certain (constrained) edges. This
idea can be described mathematically [8] and leads to Delaunay-based mesh generators
that allow internal boundaries. It has be shown [8] that these internal boundaries do
not affect the quality of the resulting mesh for 2-dimensional (2D) planar domains.
Although an observant user might infer the presence of such boundaries in the resulting
mesh by noting the way in which triangle edges are aligned. Using the idea of a CDT,
we can introduce in the mesh artificial constrained (interface) edges which decompose
the mesh into submeshes that can be meshed independently.

The interfaces between submeshes must be created during a preprocessing (domain
decomposition) step. The domain decomposition problem is not trivial since the inter-
faces must satisfy certain properties:

— The interfaces should not create any new features like segments and angles which
are smaller in size than the features of the original geometry.

— The interfaces should minimize surface to volume ratio and connectivity between
the submeshes.

The interfaces do not have to be simple line segments. The boundaries can be polylines
or even curves, although line segments are probably sufficient for most situations. For
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Figure 3: Processor P1 inserts a new point (a) which is encroaching upon an interface
edge (b). Then P1 discards the new point and inserts the midpoint of the encroached
edge(c) while at the same time it sends a request to split the same interface edge on
processor P0O. Processor PO computes the cavity of the midpoint (d). The triangulation
of the cavities (d) and (e) of the midpoint of the interface edge result into a new con-
sistent and distributed Delaunay (in the CDT sense) triangulation which guarantees the
quality of the elements.
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planar geometries we can achieve such decomposition using Medial Axis Transform
(MAT). Figure 3 depicts the MAT of the cross section of a pipe and the corresponding
decomposition (see Figure 3c).

Note that, by the definition of the CDM, points on one side of the interfaces have no
effect on triangles on the other side; thus, no synchronization is required during the
element creation process. In addition, inter-process communication is tremendously
simplified: the only message between adjacent processes is of the form, “Split this
interface (i.e., constrained) edge” if a newly inserted point encroaches upon an interface
edge (i.e., violates the Delaunay property of a Delaunay edge). Since interface edges
always split exactly in half, no additional information needs to be communicated.
Although PCDM eliminates the synchronization and minimizes the communication of
parallel guaranteed quality Delaunay mesh generation, the PCDM for 3D domains it is
still an open problem. The code re-use for PCDM is not as high as we would like it to
be.

4 Paralledd Domain Decoupling Delaunay Mesh Gener-
ation

In order to maximize code re-use and be able to leverage from the ever evolving and
mature technologies in sequential meshing we developed the Parallel Domain Decou-
pling Delaunay (PD3) method [18]. PD? works for 2D domains and we are working
for its extension on 3D domains.

The PD? based on the idea of decoupling the individual submeshes so that they can
be meshed independently with zero communication and synchronization. In the past
similar attempts to parallelize Delaunay triangulations and implement Delaunay based
mesh generation presented in [3, 17]. However, in [18] we solve some of the drawbacks
and improve upon the previously published methods.

The two-dimensional, divide-and-conquer Delaunay triangulation (DCDT) algorithm
and its parallel implementation presented in [3] assumes that all points are known at the
beginning of the triangulation. This is not a practical assumption for mesh generation
and refinement, because new points are inserted on demand in order to improve element
quality, perform mesh refinement, and recovery of boundary edges and faces.

The Parallel Projective Delaunay Meshing (P?DM) method presented in [17] requires
pre-processing of the domain in order to compute sequentially the proper Delaunay
separators. This by itself is not a major problem since many methods require some
pre-processing before the parallel mesh generation. However the PD2M method after
that pre-processing might suffer setbacks and start all-over again. The setbacks are in
the form of discarding the mesh created because the separators do not always guaran-
tee the Delaunay triangulation (i.e., they are not always Delaunay admissible) of the
domain as new points are inserted [17]. The second problem is that the dynamic load
balancing of the parallel mesh is based on prediction of the computational load of the
processors. However, the computation of Delaunay meshing is variable and the work-
load prediction wihtout major corrections (during the mesh refinement) is very difficult
and inaccurate.
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Figure 4: a) Initial boundary conforming mesh used to compute the Medial Axis Trans-
formation (b) which in turn is used to achieve high quality domain decomposition (c).
For PD3 the interfaces of the subdomains are refined (d) in a pre-processing step.

In summary both methods have two main problems, proper decomposition of the do-
main in the context of adaptivity and dynamic load balancing. The construction of
decompositions that can decouple the mesh and the proof that these decompositions
lead to stable parallel meshes is a challenging problem. We use a domain decomposi-
tion method which is based on the partition of a weighted graph and an approximation
of the MAT. Before the construction of the graph, the initial mesh is pre-processed in
order to prevent the creation of “bad” angles [18] between either the interfaces them-
selves or between the interfaces and the external boundary of the domain. Then the
pre-processed mesh is used to construct a dual weighted graph of the sides of the trian-
gles. This graph is simply connected and its partition provides a decomposition of the
domain.

After the decomposition of the domain, the PD? constructs a “zone” around the inter-
faces of the submeshes. In [18] we prove that Delaunay meshers will not insert any new
points within this zone i.e., the sequential Delaunay mesh on the individual submeshes
it can terminate without inserting any new points on the interfaces and thus eliminate
communication and code modifications of the sequential codes. So the problem of
parallel meshing is reduced into a “proper” domain decomposition and a discretization
of interfaces. Of course one has to show that: (1) the domain is not over-refined be-
cause of a predefined discretization and (2) the quality of the elements is maintained.
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Table 1: Preliminary data on the number of elements and execution time (in seconds)
for generating very large meshes using 1 to 128 processors.

Procs 1 8 16 32 48 64 128
Domains 12 96 192 384 576 768 1200
# elems 19M 150M | 300M | 600M | 934M 1.2B 1.6B

Dec. Time 0.20 0.31 0.35 0.54 0.90 1.27 3.08
Mesh Time | 124.18 | 131.57 | 132.57 | 135.04 | 136.78 | 135.81 | 106.31
Total time | 124.38 | 131.88 | 132.92 | 135.58 | 137.68 | 137.08 | 109.39

Our preliminary experimental data indicate that over-refined is not a major factor of
inefficiency in the geometries we tested our method. Similarly the high quality of the
elements is preserved.

At the end of the parallel mesh generation process some communication is required to
compute the global topology of the mesh. Finally, the PD3 achieves 100% code re-use.

5 Parallel Implementation

Providing adequate software support for adaptive mesh refinement codes is a challeng-
ing task even for sequential implementations. The program complexity, for parallel
mesh generation codes that are scalable and stable, increases by an order of magni-
tude, due their dynamic and irregular computation, communication and synchroniza-
tion requirements. In order to handle the software complexity of managing task paral-
lelism we developed a Portable Runtime Environment for Multiprocessor Applications
(PREMA).

5.1 Parallel RuntimeEnvironment for Multiprocessor Applications

PREMA’s design objective is to assist mesh generation practitioners to develop paral-
lel meshing codes in an evolutionary (incremental) way starting from well tested and
fine-tuned sequential codes (preferable written in C or C++ programming languages).
PREMA supports a Simple Mesh Partitioning Library (SMPL) that runs on a single
processor and gets as input a mesh which is defined in the standard format that most of
the public domain Finite Element Analysis codes use. SMPL generates as output the
submeshes using the same format, but at the end appends adjacency information at the
subdomain level.

The next two layers handle communication [2, 11]. The Data Movement and Con-
trol Substrate (DMCS) implements one-sided low-latency communication. DMCS is
built on top of low-level, vendor-specific communication subsystems that bypass the
operating system and access the network interface directly in order to minimize com-
munication startup overheads. Also, it is implemented on widely available libraries
like MPI for clusters of workstations and PCs. DMCS adds a small overhead (less
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than 10%) to the communication operations provided by the underline communica-
tion system. In return DMCS provides a flexible and easy to understand application
program interface for one-sided communication operations including put-ops and re-
mote procedure calls. Furthermore, DMCS is designed so that it can be easily ported
and maintained by non-experts. The second communication component is the Mo-
bile Object Layer (MOL). MOL supports one-sided communication in the context of
data (submesh) or object mobility. Specifically, MOL uses global logical name space
and supports automatic message forwarding in order to ease the implementation of
dynamic load balancing methods for adaptive applications on distributed memory ma-
chines. MOL is implemented on top of DMCS and adds another 10% to 15% overhead.
In return the application programmer can perform data (submesh) or object migration,
for load balancing, without changing a single line of code.

Finally, the third layer implements the dynamic Load Balancing Library (LBL) on top
of DMCS and MOL. LBL supports both explicit and implicit load balancing meth-
ods. LBL uses the abstraction of Schedulable Object (which sometimes is called Work
Unit) to represent application-defined data objects like the submeshes, for the case of
discrete DD methods. The Schedulable Object (SO) is the smallest unit of granularity
that is managed by the runtime system. Balancing processors workload or memory (in
the case of adaptive refinement) results in moving one or more Schedulable Objects.
The SOs are migrated automatically by the Load Migrator which is responsible for
un-installing, moving, and installing SOs using MOL so that messages to them will
automatically forwarded. The decision making for which SO and where to migrate is
handled by the Scheduler. The Scheduler supports a wide spectrum of load-balancing
methods and it is described in detail in [1]. In the next version of the LBL tools like
Load Monitor and System Monitor will provide to the scheduler all the systems (pro-
cessors and network) information it needs for effective dynamic load balancing.

By using PREMA parallel mesh practitioners can be assisted in many different levels.
First, they can customize to their code requirements one-sided message passing opera-
tions like put_op, where op is user defined function. We found that this functionality
simplifies code complexity substantially, since the application programmer does not
have to concern about what to do when a message arrives. Second, they know that
at some point they have to implement mesh refinement i.e., they know that they will
have to move submeshes (object) among the processors for load balancing purposes,
they can use MOL messages which find the object independently off its physical lo-
cation. Third, the programmer can get load balancing (and in the future out-of-core
implementation), for free, by using the LBL’s Scheduler.

Finally once the parallel meshing code is build and it is ready for production, the mesh
practitioners can fine tune the performance by directly using Load Migrator and for per-
forming explicit load balancing and swapping of SOs (i.e., submeshes). This incremen-
tal or evolutionary approach is described in great detail in [1], for parallel Constrained
Delaunay meshing. Figure 5 depicts some initial performance data from balancing a
parallel advance front method on 32 processors. More and better methods need to be
developed for larger processors configurations. Fortunately the plug-and-play software
design of PREMA makes this task very easy. From the last 15 years of experience we
have seen that there is no single dynamic load balancing method for all applications or
even parallel mesh generation techniques.
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Figure 5: Performance data from parallel advance front technique [21] on 32 processor
Sun cluster. The explicit method is based on work-stealing [1] and does not require
global synchronization.

Conclusions

We have described three parallel guaranteed quality Delaunay mesh generation meth-
ods; the PGQDM for 3D polyhedral domains and two methods (PCDM and PD?) for
2D planar geometries. In addition we briefly described a parallel runtime system,
PREMA, we used to implement these methods. PREMA can be used to solve the
dynamic load balancing problem. Thus PREMA allows us to focus on yet another
very important and still open problem for parallel meshing, the domain decomposition
problem.

The PGQDM is the first parallel provable 3D meshing method and it is independent
of the quality of the domain decomposition. Its disadvantage are: (1) it involves com-
plex data structures for maintaining the consistency and Delaunay properties of the
distributed mesh, (2) it requires high communication which affects reduces its fixed
speedup to O(logP), P is the number of processors and (3) it has zero code re-use.
However, despite these difficulties it is the only method that does not dependent on
domain decomposition and thus we are working [24] to alleviate some of the problems
we mentioned above and extended it for 3D geometries with curved boundary.
Contrary to PGQDM the PCDM s easier to implement with an order of magnitude
less communication and with linear speedup, but it depends on high quality domain
decompositions. Current techniques for domain decomposition are not capable to al-
ways provide domain decompoasitions suitable for PCDM. We have solved the domain
decomposition problem for 2D planar geometries and we are working [6] to solve this
problem for 3D geometries.

Finally, the PD3 method we believe is the “holy grail” for parallel meshing. It requires
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zero communication and synchronization with 100% code re-use. Unfortunately, like
PCDM requires special domain decompositions which are very challenging to generate
for general geometries. For 2D planar geometries we have been very successful to
generate such decompositions. We have a very good progress in applying the same
techniques for 3D polyhedral geometries, but for 3D domains with curved boundary
the problem is still open.
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ABSTRACT: A few methods for minimizing error functionals viaredistribution of mesh
points are considered. Some equivalence relations between these methods are analyzed
both theoretically and numerically. Effects of the data interpolation, grid smoothing,
and time integration for 1D Burgers equation are studied in details.

KEY WORDS: moving grids, Burgers equation.

I ntroduction

In practical applications of finite difference methods to numerical solution of PDEs,
an appropriately chosen mesh will produce sufficiently accurate results with less mesh
elements. Nowadays, the great number of engineering computations rely on ability to
construct grids adapted to the solution peculiarities. In this paper we consider an adap-
tive strategy based on a redistribution of the mesh nodes (r-adaptation). This strategy is
most appealing in a numerical solution of time dependent problems where the adaptive
grid changes slightly during one step of a time integration.

A natural way to define an adaptive grid is via a minimization problem for an error
functional. Given an initial conformal mesh, we minimize the error functional by mov-
ing the mesh points without breaking the mesh topology. In many cases, a uniform
error distribution is achieved on the resulting grid.

The idea of linking the constrained minimization problem to the principle of error
equidistribution has been considered to some extend by many researchers. In [9],
Pereyra and Sewell equidistributed a local truncation error of finite different meth-
ods in order to improve error estimates for these methods. An appropriate grading
of a mesh for piecewise polynomial interpolation problem has been considered by
Carey and Dinh in [3]. They approach has been further developed in [4]. Steinberg
and Roache have shown in [11] that a constrained minimization problem for a certain
quadratic functional has an equidistribution solution. Baines has shown in [2] that the
least square minimization of the residual of the divergence of a vector field is equiv-
alent to an equidistribution of the L,-norm of the residual. The general discussion of
mesh generation algorithms based on the methods mentioned above can be also found
in[1, 8].

The exact evaluation of error functionals is either impossible or quite costly. As the
result, adaptive grids are generated in such a way to resolve steep gradients of discrete
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solutions. This approach is based on a monitor function involving a few problem de-
pendent parameters (see e.g. [7, 12] and references therein). Since the mesh points are
mainly concentrated in regions where sharp changes of the solutions occur, the adaptive
grids may not be appropriate for solving time dependent problems due to strong dis-
proportionality of neighboring mesh cells resulting in essential lose of accuracy. The
problem was resolved by Dorfi and Drury in [6]. The authors proposed an algorithm
for guaranteed spatial and temporal smoothing of monitor functions.

In this paper we advocate the method based on a sufficiently accurate evaluation of error
functionals followed by the guaranteed smoothing of the associated monitor function.
The connection between the error functional and the smoothed monitor function is
established by Proposition 1.1. We shall prove that under certain conditions, errors
introduced by both data interpolation algorithms and time integration schemes are of
higher order than the approximation error.

The outline of the paper is as follows. In Section 1 we describe the principle of the error
equidistribution in the case of piecewise constant approximations and compare it the-
oretically and numerically with direct minimization algorithms. In Section 2 we study
effects of a monitor smoothing on accuracy of the solution. In Section 3 we consider
the one-dimensional Burgers equation and show that the temporal error introduced by
a time integration scheme can be ignored in mesh adaptation algorihms.

1 Piecewise constant approximations

Let f(x) be a given sufficiently smooth function over the unit interval [0, 1]. We con-
sider a conformal grid {x; }:

OZX0<X1<...<XM+121

and define Xiy1/> = (Xi+1 +xi)/2 and hi y/5 = Xi41 —Xi. Let f1(x) be a piecewise
constant function given by

') =ait12, X €[, Xigal, (1.1)
where i =0,...,M. We introduce an error functional

1 Xit1

() faiayh) = [ (100 - 1°(x dx— / )—aisae) de (12)

0 X

For a given grid {x; }, a piecewise constant function f"(x) minimizing the functional &
has to satisfy the following conditions: 0®/0a;1/, = 0 fori =0,...,M. The straight-
forward calculations give

Xir1

! f(x)dx (1.3)

i+1/2
/ X

Ait1/2 = f_i+l/2 =h
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where f_i+1/2 denotes the integral average of function f(x) on interval [x;, Xi+1]. Ad-

ditivity of the integration implies that the discrete function f"(x) defined by (1.1) and
(1.3) preserves the integral value of the continuous function f(x), i.e.

/01 fh(x)dx:/o1 f (x) dx.

The above formulas allow us to reduce the original minimization problem (1.2) to a
more simple one of minimizing only with respect to mesh points:

M Xi+1 _
min Fa(bx)),  Fa(bi) =3, / (F(X) — franj2)’ o (1.4)

X1 yeey XM i
X

Using the Taylor expansion with the Lagrange remainder, it is easy to show that the
minimization problem (1.4) is equivalent to the following one:

2
3
X2

where Xi*+l/2 is a point from interval (Xi, Xi+1).

If all integrals in (1.4) can be computed exactly, the problem can be solved by methods
from [1] (see references therein). We shall show below that in the one-dimensional
case the minimization problem (1.4) is reduced to a nonlinear elliptic problem. The
solution of this problem will equally distribute the L,-norm of the error f — f" over the
mesh cells.

M
min Fe({Xi}),  Fed{Xi})= 1_12; (%

X150eny XM

Proposition 1.1. Let ej 1/5(,): 02 - 0,i=0,...,M, be a set of functions defined
by
Xi+1
€ir1/2(Xi, Xi41) = / g(x)dx,  0<x <xip1 <1,
X

where g(x) > 0 is an arbitrary bounded function. Then, for any positive integer p,

¥ EP
X:{T]IQM iZOeH.]_/Z(Xh Xi+1) = (M + 1) p—1

where
M 1
ZZ_%eiH/z(Xi,Xm) :/g(x)dx.
i=

0

Moreover, the minimum is achieved when €1 />(Xi, Xi+1) = £/(M+1),i=0,...,M,
.. j11/2 Is constant.
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The proof of Proposition 1.1 is given in Appendix. Let us apply the assertion of this
proposition to minimization problem (1.5). We introduce additional notations:

- of
Wit12 = x|

2/3
and  &iy12=0ryapohitey2
Xi+1/2

where i = 0,...,M. Using the above notations, we can rewrite the functional Fe as
follows:

Fe({Xi}) = Z) i+1/2 = Z) hr1/20 |+1/2 (1.6)
It is obvious that
X +1 of 2/3 af 2/3
€iy1/2 — o dx and

%
as maxhi, 1/, — 0. Thus, the functions &1/, = €11/2(Xi, Xi+1) satisfy approximately
|

the requirements of Proposition 1.1 with g(x) = |af /0x|?/3. As shown by numerous
numerical experiments, this discrepancy can be neglected in many applications. Then,
Proposition 1.1 implies that the grid satisfying

Gu12 =61 i=1,...,M, (1.7)

gives value of the functional Fe close to its minimal value. However, the corresponding
grids may be quite different, especially coarse ones.
The formula (1.7) is known as the principle of the error equidistribution. Let us rewrite
it as follows:

@y 1/2(Xit1 —Xi) — @ _12(Xi —Xi—1) = 0. (1.8)

It is easy to observe that (1.8) can be interpreted as a discretization of a non-linear
elliptic equation

0% 0¢

on uniform grid §; = iAg, AE = 1/(M + 1), in the reference coordinate § € [0, 1]. Ac-
cording to (1.5) the coefficient w(x) is given by

9 (m(x)%) =0, x(0)=0, x(1)=1, (1.9

ox

w(x) = (1.10)

In order to guarantee the well posedness of problem (1.9), w(x) should be regularized.
In the sequel we assume that w(x) is replaced by w(x) + € where € is a small positive
number, e.g. € = 10712 mf\xoo(x). Following [7, 12], we shall call the resulting w(x) as

the monitor function.
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Remark 1.1. We want to emphasize here that small positive number € is not an ad-
justable parameter. In contrast to [6, 7, 12], it is used only to avoid numerical degener-
acy of the elliptic equation.

It is not surprising that some discrete analog of (1.9) can be directly derived from
OFe = 0, the necessary condition on extrema of functional (1.4). Indeed, the straight-
forward differentiation of Fe with respect to x; gives

e
OXi

Using the Taylor expansions at point x; and neglecting terms of third order and higher,
we get

=2f(x) = fi_1j2— fisr2 =0 (1.11)

of 1 0%f
o L (hirrz=hica2) +3 57 ) (hi2+1/2 + hiz_l/z) =0.

Since hi1/, & (0x/0€)i,1/2A8, the last equation is a second order approximation of
the equation

af 3 23%f (x>
&a_zﬁ@W(E) —0,  x0)=0, x(1)=1, (112)

which coincides with (1.9), (1.10) on a subset of (0, 1) where 0f /dx # 0.
Remark 1.2. The conditions similar to (1.11) can be found for two dimensional prob-

lems providing a natural way for deriving a system of partial differential equations for
the mesh deformation. This will be the topic of our future research.

1.1 Approximateerror functional

The above considerations assume the knowledge of either a continuous function f(x)
or its derivatives. However, the input data are usually given in a form of a discrete
piecewise constant function {fi‘jrl/z} corresponding to the grid {x°}. In this case, the
grid adaptation requires data interpolation and estimates for derivatives. Since the in-
terpolation procedure introduces an additional error, the optimization problem (1.4) has
to be replaced by a more general problem:

miQM/‘f(x) ~ [Ra£9)] (x)\2 dx (1.13)
0

where Ry, is an interpolation operator from the initial grid {x°} to a final grid {x;} and
M0 is the given piecewise constant function:

_ 0
fh*o(x)zfiﬂl/zzhoL/ Trwdx,  xe0,x0],  i=0,...,M.
i+1/2 7%

In order to define the interpolation operator Ry, we consider a piecewise linear function
g"(x) reconstructed from f"0(x):

g0 = f_i(-)|—1/2 801 (K= X1 ), XED K], =0, M.
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We define the limiter function

minmod(a, b) = 0 if ab<0,
»7/ 7 sign(a) min(a, b) otherwise

and use it to select slopes 5|+1/2 for g"O(x):

fO fO fO f_o
si0+1/2 = minmod ( '0+3/2 '+1/2’ |+1/2 :)-1/2) '
Xiy3/2 — i+1/2 i+1/2 X) 1/

Let f(x) = [Rn(f™)] (x) be a piecewise constant function given by

Xit1

~ 1
'x) = fiiro = Y / g™ dx, X € [xi,Xiqal, (1.14)
I

where i =0,...,M. It is obvious that the interpolation operator defined by the above
formulas is conservative, i.e. it preserves the integral value of function f™(x). Since
Ry, is exact for linear functions, we have the following estimate:

firra = fivay2 +O(h2y 0) (1.15)

where f_i+1/2 is the unknown exact integral average of function f(x) on the grid {x;}.
Therefore

1 M Xit1
ho 2
/ Rh f )] Z)/ - f|+1/2+o(h|+1/2)> dx
0 ! X

2
I / I /
+l/2

a2

Neglecting high order terms in the last formula, we get the functional Fe from (1.5).
Thus, the error introduced by the interpolation operator Ry, can be ignored. In the
sequel we shall analyze the minimization problem (1.5) with the functional given by
(1.6). Since the precise computation of coefficients &1, is usually impossible, they
are replaced by computable coefficients w1/, such that w10 = @iy1/2,1=0,...,M.
The Taylor expansion for f — " on a grid being intersection of the initial {xio} and
current {x; } grids gives

M
Wit12 = /
|+l/2 k%

where [Kik, Xik] = [Xi, Xi+1] N [X2, X2, ;] and 8f"/8x is an approximation of the first
derivative of function f(x). The formula (1.16) implies that a first order approximation

2

5o .
fitsayo+ [ ngﬁmm—ﬁm>w (1.16)
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of af /ox is sufficient. However, for numerical computations we use the second order
approximation of 0 f /dx given by

[g] _ 1 ([ﬁ] (hi+1/2+hi—1/2)+[ﬁ] (hi+1/z+hi+3/2))
O it12 hivap \LOX[izq\ 6 3 ox|i\ 6 3

where

1
hit172= 3 (Nicaz2+Nisa/o+higay2)

and

[ﬁ] __fiwap—fiap . (1.17)
x| (hiyz12+hi_yy2)/2

Note that we lose one order of accuracy, if we replace the exact values i/, by their
second order approximations ﬂ+1/2.

The formula (1.16) is one of the possible quadrature rules for approximating the exact
error. It implies that the original (exact) minimization problem (1.5) is replaced by an
approximate one:

M
i Fap((id).  Fap({}) = 3 @yl (1.18)
where both w1/, and hi,1/, depend on the grid. The formula (1.16) is the most
natural approximation of the exact coefficients &.1/,. We assume implicitly that the
initial grid is fine enough to resolve the behavior of function f(x). However, for com-
pleteness of the numerical analysis, we consider another way to approximate the exact
coefficients. Assuming that the function f(x) is known, we set

of 2/3

7 Ki+1/2)

_ M
Wiy1/2 = and  Fap({xi}) = % W1 /2M 1/
i=

1.2 Minimization algorithms

In the numerical experiments we use a steepest descent method for the direct mini-
mization of (1.4). The method is based on representation (1.6) with very precise com-
putation of coefficients Gy.1/, (see Algorithm 1). The same algorithm may used for
minimization problem (1.18).

Algorithm 1. [Direct M nim zation] Fork=1,... Ky do
1. For the given grid {xK} compute values ‘*’:(H/z’
(1.16).
2. Perform one Gauss-Seidel sweep

3 3

; ~K+1 k k+1 ~k+1 k+1 k+1

@j’f{[‘*hl/z(xiﬂ_xi )] +|:0“)|—l/2(xi _xi—l)] }a
i

i=0,...,M, using formulas

where i =1,...,M, Ry, is the interpolation operator from grid {xik} to grid
{xF1}, and Mt = Ry ().
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3. Stop iterations if max|xK — xk*1| < TOL where TOL is the user given toler-
1
ance.

We tried different numerical schemes for the direct minimization of our functionals.
The most stable results were obtained when we explicitly enforced the constrain

M M

K pk o ol pktl Ahkl _ hk
%(’%H/zhiﬂ/z = _200)|+1/2hi+1/27 WM = Rn(w0™),
1= 1=

in the second step of Algorithm 1 using the conservative interpolation operator Ry,.
Proposition 1.1 implies that instead of the direct minimization of the above functionals,
we can use formulation (1.9) and numerical algorithms for solving non-linear elliptic
problems. In the numerical experiments we use Algorithm 2.

Algorithm 2. [ Equi di stri bution Principle] Fork=1,...,Kpxdo

1. For the given grid {xik} compute values mlkﬂ/z, i=0,...,M, using formulas
(1.16).

2. Perform one Gauss-Seidel sweep

k k K1y K kbl gkebly _ i
W (X =X ) =L 06 —x 1) =0, i=1,...,M.

3. Stop iterations if max|xK — xk*1| < TOL where TOL is the user given toler-
1
ance.

1.3 Numerical experiments

Let us consider a test function f(x) given by

9ry +5r3 1/2—x 3/8—x
- 1  rn=ex , Tp=¢gxX , 1.19
10(ry + 13 +17) ! P~50¢ 2 P2 (1.19)

f(x)=1

with € = 0.005. The solutions of minimization problems formulated above are shown
in Fig. 1 and 2. We use notation

E({xi}) = vFex({Xi})

for the L, norm of the error f(x) — f(x) on grid {x} (see Table 1). Let {x&}, {x*}
and {x*"} be the grids minimizing functionals Fex, Fap and Fap, respectively. Since
the steepest descent and equidistribution methods produce different grids, we use ad-
ditionally superscripts ’st’ and ’eq’, respectively, for the resulting grids. Finally, the
superscript "un’ stands for uniform grids. We shall use similar notations for the corre-
sponding piecewise constant functions, e.g. f™®(x) denotes the best approximation to
f(x) on the grid {x™}.

It is obvious that in the case of piecewise constant approximation, the L, norm of the
error is of the first order. However, optimal distribution of mesh points gives us 3 times
smaller error. The solutions of problems (1.4) and (1.18) are compared on Fig. 1. On
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f(x) f(x)

— '(x) on grid { x®* %'} 0.45¢ — '(x) on grid { xS} |1
0.8f — () on grid {x* || 04l — () on grid {x*™ ' |
o6l 0.35}

03}
041 0.25}
0.2}
0.2}
015}
0 ‘ 0.1
0 0.2 0.4 06 08 1 0.4 05 06
05 0.08 :
grid { x""} grid {x"} ||
04l o grid (x| 0.07 o grid {x®*%
' — grid () 0.06} — gid (")
03l | 0.05
0.04
0.2 1 0.03f
0.02}
0.1f
0.01}
0 ‘ : : : 0 :
0 0.2 0.4 06 08 1 0.4 05 06

Figure 1: Minimization of exact and approximate functionals for M = 32: functions
(on the top), mesh steps h;_1/, as the function of X1, (on the bottom).

0.5

Uniform grid Uniform grid
—— Adaptive grid 0.45} — Adaptive grid |1
0.8} 1
041 1
06l 0.35}
0.3}
04r 0.25}
0.2}
0.2}
0.15¢
0 - - - - 0.1 -
0 0.2 0.4 0.6 0.8 1 0.4 0.5 0.6

Figure 2: Piecewise constant approximations on uniform and adaptive grids for M =
32.
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M| EGX)  EES) | B B
16 | 2.99e-2 1.01e-2 1.19e-2 1.19e-2
32 | 1.59%-2 4,99%-3 5.22e-3 5.22e-3
64 | 7.99e-3 2.48e-3 2.51e-3 2.51e-3
128 | 4.00e-3 1.24e-3 1.24e-3 1.24e-3

Table 1: Comparison of different minimization strategies.

the top, we plot the function f(x) and its piecewise constant approximations. On the
bottom, we plot the mesh steps h;1/, as the function of X, ;/,. The principle of the
error equidistribution results in a solution which visually coincides with the solution of
problem (1.18).

We observe that the distribution of mesh nodes is not a smooth function for the solution
of problem (1.18). The deviation from the exact solution is due to high order terms
which were neglected in derivation of quadrature rule (1.16). This problem can be
solved either by mesh refinement or by using a better quadrature rule.

In order to emphasize importance of the adaptation, we compare solutions on adaptive
grids with similar solutions on uniform grids (see Fig. 2).

The Algorithm 1 diverged for minimization problems with functional Ifap. The main
reason is that the replacement of Xi*+l/2 by Xi11/2 is not justified for grids with very big
intervals (see Fig 1).

2 Grid smoothing

The algorithms described above produce grids optimal from approximation view point.
The mesh points are concentrated in regions where sharp changes of the function occur.
However, these grids may not be appropriate for solving time dependent problems due
to strong disproportionality of neighboring mesh cells. Stability considerations usually
require smooth change in concentration of mesh points. The remedy can be found
in a guaranteed spatial smoothing of the monitor function w(x) which will indirectly
smooth the resulting grid due to relation (1.7). The objective here is to smooth the
optimal grid while preserving its main features.

In this paper we follow the idea of the guaranteed smoothing proposed in [6]. Let a be
a positive number. We define a smoothed grid as the grid whose mesh steps satisfy the
following condition:

hi_
a o |1/2<cx+1

i=1,....,M. 2.1
G+l_hi+1/2_ a 1)

Recall that in the equidistribution principle ratio of neighboring mesh steps equals to
ratio of values of the monitor function, i.e. hi_1/2/hi11/2 = Wi1/2/W_1/0-

Proposition 2.1. Let w12, 1 =0,...,M, be given values of a monitor function. The
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values @y;1/2, 1 =0,...,M, of a smoothed monitor function satisfying

a < (:%+1/2 < a+1
C(+1_0q_]_/2_ o

can be computed by solving the system of M + 1 linear equations:
@iy12 — (00 +1)(@ryg/2— 2001172+ D _1/2) = Wiy12, (2.2)

where G_1/, = w1/, and Gy43/2 = Wu1/2-

The proof of Proposition 2.1 is given in Appendix. The proposition provides a sim-
ple way for merging the functional minimization with the grid smoothing. Recall that
Proposition 1.1 establish equivalence between solution of the system of nonlinear equa-
tions (1.9) and the minimization of functional Fe. In other words, for a given monitor
function, we may write down a functional minimizing which we get a grid with desired
properties. The functional is the result of smoothing of coefficient in formula (1.16):

X1,-ee5

M
mir)1(M Fap({xi}),  Fap({xi}) = ; 6,112 (2.3)

Note that the smoothing algorithm may be generalized to higher dimensions.

Algorithm 3. [Direct minim zation with smoothing] Fork=1,...,Kmax
do

1. For the given grid {xX} compute values coikH/z, i=0,...,M, using formulas
(1.16).

2. Compute the smoothed values G)Ik+1/2, i=0,...,M, by solving system (2.2).

3. Perform one Gauss-Seidel sweep

3 3
Y P k1 AL ok _ kel
@ﬂf{[“’m/z(xiﬂ—xi )] +[(’°|—1/2(Xi _Xi—l)] }v

where i = 1,...,M, Ry, is the interpolation operator from grid {xik} to grid
{X:H'l}, and hk+1 — Rh((:)h‘k).

4. Stop iterations if max |x< — x| < TOL where TOL is the user given toler-
1
ance.

Proposition 2.1 allows us to derive an estimate for the minimal mesh step h;_ /. Let
us consider the extreme case when the grid is geometrically refined to the pointx = 1
in such a ways that

i
a .
hit1/2=h1/2 (G—H) ) i=0,....M.

This immediately implies that the minimal mesh step is given by

oM
hm+1/2 = (14 )M+ M+
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In order to study the effect of smoothing, we consider again the test function (1.19).
The results of numerical experiments are shown in Table 2 and in Fig. 3. We use
superscript “sm’ for grids generated by Algorithm 3. Note that the loss in the accuracy
of the solution is about 3%. In Fig. 3 we compare results of the exact minimization
problem (1.4) with similar results for the approximate problem (2.3). The neighboring
mesh steps satisfy inequality (2.1) with a = 1. Observe that the original and smoothed
monitors are close to each other. However, the oscillations in function h;_ 1 >(x) clearly
observed on Fig. 1 have been dumped by the smoothing procedure.

It is pertinent to note that on a continuous level the smoothing and differentiation op-
erations are commute. Therefore, instead of smoothing the coefficients w1/, on each
loop of Algorithm 1, we may smooth once the function ™0 given on the initial grid
{xP}. The results of numerical experiments are shown in the last column of Table 2.
Unfortunately, this approach provides less control over distribution of mesh points; in
particular, inequality (2.1) is no longer valid since the discrete smoothing and differen-
tiation operations are not commute.

3 Burgersequation
Let us consider the one-dimensional viscous Burgers equation:

du du  d2
T3, =3z, X€(01),  te(OT), (3.1)

subject to initial condition

u(x,0) = up(x)

and some boundary conditions specified later.

In order to solve problem (3.1) numerically, we use the explicit time integration schemes
and grids moving according to algorithms from previous sections. Let At" be the time

step, t" = 3, At', and l]i“+1/2 be the integral average of u(x, t") oninterval (x', X, ;).

We assume that the data associated with the grid {x"} are given and exact. Let u"*! =
L"(u") be an explicit time integration scheme. A possible error accumulation due
to errors in the initial data will be addressed in the future publications. A new grid
may be built in such a way to minimize an error functional Fg representing the L-
norm of the error u(x, t"1) — G"*1. As we have mentioned above, this grid may result
in unstable computations and should be smoothed. The methodology elaborated in
previous sections suggests to replace the functional Fg; by an approximate functional
F.p, via smoothing of the monitor function w" associated with F&,. Let the grid {x™"}
minimize the functional Ff, and Ry, be the interpolation operator R from {x{'} onto
{x”™ defined in Section 1.1. Then, the solution at time step t™? is computed as
U™t = LM(Rp(UM)). The time integration step is completed by setting {x"!} = {£7'}.
At the end of this section, we analyze the error functional associated with the simplest
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M | E({X?p,st}) | E({)»(«iap«st,sm}) E({)z?p,st,sm})

16 1.19e-2 1.62e-2 1.68e-2
32 5.22e-3 6.01e-3 6.50e-3
64 2.51e-3 2.68e-3 2.66e-3
128 1.24e-3 1.28e-3 1.25e-3

Table 2; Effects of smoothing strategies.

1 0.5
— (x) with original monitor gn'tf_om; g"_'g
o . ) —— Optimal gri

osl (x) with smoothed monitor | | 04l — Smoothed grid ||
061 031
041 0.21
0.21 0.1p

0 : : : : 0 : : : :

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
15 2 T T T T
—— Original monitor +- Ratio of mesh steps, a = 1
—— Smoothed monitor
1.8 4o+
+
1ir 16} + +
+ +
141 * i *
+  +
+ +
oy ;T
051 1.2} R
+
RS +++
1t By *
+ +
0 : : : : 0.8 : : : :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

Figure 3: Steepest descent methods with and without smoothing for M = 32 and a = 1:
solutions (top-left), mesh steps h;,1/, as the function of x;,; /> (top-right), monitors
w(x) and &(x) (bottom-left), and ratio of neighboring mesh steps (bottom-right).
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donor scheme:
N+l n
U1/ = Liyayo (U7)

) A" eAt" /[aun sun
—_qn n__ ¢n _
= U1/~ hInH/z( it — )+ T ( [—6)( ] | 5 ] i) (3.2)

where du"/8x is defined by (1.17) and f" denotes the flux at point x{",

fn = }{ (qin—l/z)z if Girl}-l./2+l]in—l/2 >0,
2 (”in+1/2)2 otherwise.
The stability conditions [10] impose limitations on the time step,
—n
m_inAt”( e 28 ><1. (3.3)
! h|+1/2 (h|+1/2)

Without loss of generality we assume that u?’ ir1/2 T ul
consider the following minimization problem

mm Fo({x'}) (3.4)

12 2 > 0 at all mesh points and

where

M X1

FAOTN =3 [ (000t = a7

n
m it

3 [ ) — £l @)

X

The stability condition (3.3) implies that u|+1/2At” < h|+1/2 and eAt" < (h |+1/2) /2.
Using the Taylor expansions at point x' and neglecting terms of second order and higher
in h|+1/2' we get

1 )

[ (w6t = £, 01 ox= (35)

Xin

2
hh )% (Athu A o hn )2
) l( P | OO M=) |
Xy

a_u
OX | 12 4 h
+1/2

i+1/2
Recall that in the case when the mesh step h|+1/z is sufficiently big, the last formula
should be replaced by a more accurate quadrature. The non-linear elliptic equation
(1.9) implies that

O(AE2) = &
i+1/2 (829 W(Xit1/2)

0(ng?)

0x
hit1/2 =248 %
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where c is a constant depending on the boundary conditions and A§ =1/(M +1). Thus,
for the case of smooth monitor functions, the difference between h; ;/, and hi_y, is
of order AZ?. Since similar speculations may be applied to any grid obtained via a
smooth mapping, the first term in the right hand side of (3.5) is the dominating term.
We performed many numerical experiments and all of them confirmed this conclusion.
After omitting the second term, we obtain a minimization problem (1.18) for func-
tion u(x, t") and grid {x'}. Thus, even for lower order time integration schemes, the
temporal error introduced by the numerical scheme can be ignored.

3.1 Numerical experiments

In this section we study numerically efficiency of adaptive moving grids.

In the first set of experiments we consider the viscous Burgers equation. Let T = 0.9
and € = 0.005 in equation (3.1). The problem has an exact solution when the initial
condition ug(x) is given by the function (1.19). In Fig. 4 we plot the accuracy

N 1/2
M it
=B =13 / (U, T) =Y, )2 ox

1= XiN

at the final time T =tN versus the problem size (left picture) and trajectories of the
mesh points for M = 32 (right picture). Note that for the given accuracy 10~2 we need
10 times less mesh points in the adaptive grid than in the uniform one. This difference
grows when € tends to zero, i.e., when the solution profile at time t = T becomes more
sharp (see Fig. 5).
It is typical for one-dimensional hyperbolic problems that the arithmetical complexity
for a fixed accuracy is less for uniform grids than for adaptive ones. In two and three
dimensions it is highly possible that the solution of a hyperbolic problem is anisotropic
and the directions of the anisotropy are not aligned with axes of the Cartesian coordi-
nate system. In this case the convergence rates for uniform and adaptive grids will be
different. In other words the slops of functions in Fig. 4 and 5 will be different resulting
in computational efficiency of adaptive grids.
In the second set of experiments we consider the inviscous Burgers equation, i.e. € =0.
Let T = 0.5 and the initial condition be the periodic function

Uuo(x) = 0.5+ sin(2x).

A shock wave is developed with time and reaches its maximal strength at to = 0.25. The
computed solution is compared with the exact one in Fig. 6. Note that the donor scheme
(3.2) smoothes the discrete solution before and after the shock. A better resolution of
the shock may be obtained with higher order time integration schemes. The trajectories
of mesh points shown in Fig. 6 confirm the theoretically know result that the shock has
a constant velocity 0.5.
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10 1
Uniform grid
—— Adaptive grid
— 0.8
107}
0.6
_3 0.4
10 "¢
0.2
10" . 0
10" 10° 10° 0

Figure 4: Viscous Burgers equation with € = 0.005: convergence rate (on the left),
trajectories of mesh points for the smoothing parameter a = 1 and discrete solutions at
timest =0andt =T (on the right).

Uniform grid
—— Adaptive grid

Figure 5: Viscous Burgers equation with € = 0.002: convergence rate (on the left),
trajectories of mesh points for the smoothing parameter a = 1 and discrete solutions at
timest =0andt =T (on the right).
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15 T T T T 0.5

0.

S

0.

w

051
0.2
of u(x)
W) for M=32 01
— uh(x) for M=64
-0.5 : : : : 0
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

Figure 6: Inviscous Burgers equation: the discrete and exact solutions at t =t (on the
left), trajectories of mesh points for the smoothing parameter a = 2 and M = 32 (on
the right).
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Appendix

Proof of Proposition 1.1.

Proof. It is obvious that there is a surjective mapping from the space {(x1,...,

Xm): Xi < Xi+1} of admissible point positions to the space {(e1/2,..., em+1/2) "

sM €i+1/2 = E} of admissible errors. In other words, for arbitrary set of admissible
errors, there is at least one grid corresponding them. Therefore,

M

min ¥ ({eiy1/2}) min 27({ei+1/2})7 F({8i41/2}) = Z)eip‘

X1s--sXM €1/2;--,8M+1/

1
To minimize the latter functional, we introduce a Lagrange multiplier A and define

M
F({eisay2hN) = F({eip172}) +A (%eiﬂ/z - f) :

Setting all partial derivatives of F to zero gives us a system of M + 2 algebraic equa-
tions with a solutione? , , = £/(M+1),i=0,...,M, and A* = pEP~1/(M + 1)P~1,

i+1/2
Since the Hessian A of functional # is a positive definite diagonal matrix, H =
p(p— 1)diag{ef/_227..‘,ef/,fl/z}, the above solution minimizes the functional. Since
€12 is a constant, calculation of the T({xi*H/Z}) is trivial. O

Proof of Proposition 2.1.

Proof. Let us rewrite (2.2) in a matrix form A = w. Since A is the M-matrix, all
entries of A~1 are positive numbers. Therefore,

G)i+1/2: Z?Azowﬁl/z(A_l)ij < max (A1)
@12 YMo01p(A iy — 1 (ATDing

Replacing the maximum by the minimum, we can estimate G)i+1/2/6x_1/2 from below.
Both estimates are easily proved by the induction principle.
Itis proved in [5] that the entries of A—1 are strictly decreased along each row or column
and can be computed by a recursive algorithm. In particular, (A_l)ij =uyvj fori<j
and (A~1)ij = ujv; fori > j where
=1 ur= ﬂ, U = (1+ZB)U'_1_BU'_27 i=2,...,M,

B B
1 - 1+ BuiVit1

(14 B)um — Bum-1’ N i

Vv =
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vo=(1+4+Bv1)/(1+B), and B = a(a +1). Moreover, u; > Uji_1 and v; < vj_1 for
i=1,...,M. The assertion of the proposition is proved by induction. If i < j, we get

(A_l)ij Uj 1+2B ui—2 .
— = < >l
(A Di—1j ui-1— B Ui—1

Itis easy to check that 1 <uj/ug < (14 a)/a. Let us assume that

Ui—1 < a+1

Ui—2 — a

for some i < j. Then, straightforward computations show that the same estimate holds
forui/ui—1. Ifi > j, we get

(fl)ij _ Vi _ Uigr 14 Buivis > Mmin{l, UiVi+1} S Vist
(A Y1 vicr Ui 14 Pui—gyi Ui Ui—1Vi Vi

since Uj+1 > Uj > Uj—1 and v;/vi—_1 < 1. The proof of the proposition is completed by
observing that vy /vm—1 > B/(B+1) > a/(a+1). O
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ON SIMPLEX SHAPE MEASURES
WITH EXTENSION FOR ANISOTROPIC MESHES
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ABSTRACT: This papersuneys andanalyseseveral simplex shapemeasuresiocu-
mentedn theliteratureandusedfor meshadaptatiorandmeshoptimization.Thepaper
first summarizesmportantpropertiesof simplicesandtheir degeneraciesn Euclidean
space. Eachshapemeasures thendefinedand validatedwith respectto a proposed
shapemeasurevalidity criterion. Extensiongo Riemanniarspacesreproposedn or-

derto dealwith anisotropicmeshes.A visualizationschemes also presentedyhich

helpscompareshapemeasureso oneanother

Key WORDS: triangle, tetrahedronsimplex shapemeasuresunstructuredmeshes,
meshoptimization,anisotroy, metric.

Intr oduction

APE measuregprovide aneffective quantitatve meanof evaluatingthe quality of

he elementsn a meshwhich is of greatrelevancein meshadaptatiorand mesh

optimization. Still, while mostseriouswork in the field of meshadaptationdirectly

make use of shapemeasureg18, 26, 27], very little work hasbeendevotedto the

actualcomparisorof shapemeasuresyith the notableexceptionsof Liu andJoe[22,

23, 24, 25 who have thoroughlyanalyzedselectedshapemeasuresearly work by
Parthasarathgtal. [29], andrecentwork by GeogesandFrey [18, 15].

While thesepublishedworks presentsomeof the standardshapemeasuresn
currentuse,new shapemeasuresteadilyappeain recentliteraturefor which no anal-
ysisis available. Furthermoreno classificatiorschemehasbeenproposedandfitness
of new measuress oftennotassessed.

This paperaimsto surney a wider rangeof shapemeasuresn generaluse,to
definevalidity criteria for thosemeasuresandto classify themin broad categories,
beginning with valid shapemeasures.The paperalsoaddressegssuesregardingthe
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useof shapemeasuref non-Euclidearspacesn orderto be applicableto anisotropic
meshes.Extensionsare thus provided for the useof shapemeasuresn Riemannian
spaces.

Thefirst sectionof the papersummarizesmportantpropertiesof simplicesand
introducesa classificationof simplex degeneraciesn two andthreedimensions.The
next sectionintroducesshapemeasuresalidity criteria, present@widerangeof shape
measuresandexplainshow to usethemin aRiemanniarspacewhich enablegheiruse
for anisotropicmeshes.The third sectionpresentsa visualizationschemethat helps
analyzeand compareshapemeasures$o oneanother Implicationsof the choiceof a
shapemeasuranto a meshoptimizationprocesss both theoreticallyand practically
explored.Conclusionsaredravn on the pertinenceof developingnen shapeneasures
or choosingopneamongthe currentlyexisting ones.

1 Simplices

This sectionsummarizessomewell known propertiesof simplices,and introduces
someoften neglectednotionsaboutsimplex degeneracieshat will be usedasfoun-
dationsfor theclassificatiorof shapemeasureandtheir comparison.

1.1 Definition of a Simplex

A simple, in aspaceof dimensiord, is thecorvex hull of d + 1 verticesandrepresents
thesimplestelementhatcanbeusedto discretizespacan thatdimension.In practice,
a simplex is a trianglein two dimensionsand a tetrahedrorin threedimensions. A
moregeneraldiscussioron simplicescanbefoundin [15].

1.2 Regular Simplices

A regularsimplex is anequilateratrianglein two dimensionsandanequilateratetra-
hedronin threedimensionsEquilateralityimpliesthatall edgeshave the sameength,
which relieson the notion of distancepr in a generalensepn the notion of a metric.
By changingthe metrictensorusedin the metric, it is possibleto generateanisotropic
meshes.In this way, anisotropicmeshesare madeup of equilateralelementswhen
measuredisingthe appropriatametrictensor

AppendiceB andC summarizea numberof usefulformulsethatrelateprop-
ertiesof trianglesandtetrahedrao their edgelengths. Theserelationswill be usedin
Section2 to definethe simplex shapeneasures Euclidearspace Possiblesxtensions
to Riemanniarspacesvill alsobediscussed.

1.3 DegenerateSimplices

A simplex is degenente if its verticesareall includedin a subspace.Thatis, a d-
simplex is degeneratsf its d + 1 verticesdo not spanspaceRY. This meansthata
triangle is degeneratewhen the three verticesare collinear, or a fortiori whenthey
collapsedinto a single point. A tetrahedrons degeneratenvhenits four verticesare
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coplanayor a fortiori whenthey arecollinearor collapsed.In practice,degeneration
detectionis replacedby a teston areaor volume. A triangleis degeneratsf its area
vanishesandatetrahedrons degeneratef its volumevanishes.
Themostsystematiavay of classifyingsimplex degeneraciess notto consider
theprocesghatleadsto thedegeneray but ratherthe final configurationof the degen-
eratesimplex. In orderto systematicallyclassifysimplex degeneraciesthe following

notation,inspiredfrom astronomicahtlasesjs used:the four symbols e |, ’ , ¥
and *+ will respectiely beusedto denoteverticesof multiplicity one,two, threeand
four.

Tablesl to 3 presentssimplex degeneracies.For eachtype of degeneray, a
nameinspiredfrom theliterature(mostlyBernetal. [2, 3]) is usedwhenavailable,and
degenerateasesiotyetidentifiedaregivendistinctive names.

Table1: Thethreedegeneraciesf triangle: NDE is the numberof degenerateedges,
andrg is thecircumradiudimit.

Name h—0 h=0 NDE  rg
C
Cap - h— A C B 0 =
A B
c h
Needie|  fh AC B 15T
A B ’
Big S h Y
h
Crunch Abh'B ABC 3 0

Tablel lists thethreedegenerateeasedor thetriangle. Eachcaseis illustrated
beforeandat degenerayg, andfor eachcase,the numberof shortedgesandthe final
circumcircleradiusarelisted. Theseinformationsarecentralto the analysisof shape
measuresas they are often usedto detectdegeneratecases,and are thus included
in the computationof variousshapemeasures.In the needledegenerationcase,the
listedcircumcircleradiushmax/ 2 correspondthehalf-lengthof thetwo non-degenerate
edgeof thedegeneratdriangle.

Table2 presentghe four typesof planartetrahedralegeneraciesind Table 3
presentshefive typesof lineardegeneraciesandthe punctualttetrahedratiegenerag.

2 ShapeMeasuresof Simplices

The conceptof shapemeasurdas widely usedin the meshadaptationliterature, but
while theuseof thisnotionis quitespreadfew papersactuallydefineandcomparevar-
iousshapemeasuresneto another In this regard,papersy Liu andJoe[22, 24, 25|,
and especiallyreference[23] standas landmarkwork on the topic. Other reviews
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Table2: Thefour planardegeneraciesf tetrahedronNDE is thenumberof degenerate
edgesA is thetypeof deggeneratariangularfaces(c =cap,n =needle)yk is thelimit
of the circumsphergadiusandragc is the circumcircleradiusof triangle ABC.

Name h=0 NDE A rg

Fin

Cap

h—20
D
A%?c
D
Aﬁ?c
D C
h
Sliver A@ A@D 0 o0 L’?ﬁ
D
i :

C.D

A@ 1 2n rasc

of tetrahedralshapemeasuresappearas well in Geoge and Borouchaki[18] and
Parthasarathyet al. [29]. The underlyingideabehindall simplex shapemeasuress

to definea way to quantify the shapeof a simplex. In particular this quantityshould
be optimal for the regular simplex andit shouldbe sensitve to all simplex degenera-
cies. Thereareso mary simplex shapemeasuredn the literaturethatwe suggesthe
following global definition, introducedin Dompierreet al. [10] andderivedform Liu

andJoe[23]:

Wedge

Definition 2.1. A simplex shapemeasur is a continuoudunctionthat evaluatesthe
shapeof a simple. It mustbeinvariantundertranslation rotation,reflectionandvalid
uniformscalingof thesimple. It mustbe maximunfor theregular simplex andit must
be minimumfor all degenerte simplices. For the easeof comparison,it shouldbe
scaledto theinterval [0, 1], and be 1 for the regular simplex and O for a degeneate
simple.

In thisdefinition,theinvarianceby translationyotationandreflectionmakesthe
measurendependenfrom ary coordinatesystem.The invarianceby a valid uniform
scalingof the simplex makesit independenfrom ary measuremeninits. Thisis not
consideredo be a degeneratdetrahedroruntil the volume asactuallyreachedzero.
Also underthis definition, continuity requirementsareto ensurethat if a simplex is
closeto the regular simplex, thenthe simplex shapemeasureshouldbe closeto 1.
Converselyif asimplex is closeto beingdegeneratethenthe simplex shapemeasure
shouldbecloseto 0. Any simplex shapemeasureghatsatisfiedDefinition 2.1is avalid
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Table3: Thefivelineardegeneraciesf tetrahedrorandthe punctualdegenerag: NDE
isthenumberof degeneratedgesA isthetypeof degeneratériangularfaceqc =cap,
n =needle BC=Big Crunch),rk is thelimit of thecircumsphereadius.

Name h—0 h=0 NDE A rg
D
Crystal A A A B D & 0 4c 0

)
i Age— T e 2
Spindle A 8hb o T

D

spliter | A~ —0C o & 1 X 4

Ba C 2n

D
h C — Nmax
Slat A&f AD BC 2 4
D
h

3n hmax
C r BCD
Needle A A B,C, 3 1BC 2
Dh
Big A C
crunch % AB'C,D 6 4BC O
g

simplex shapemeasureandary criterion consideredasa simplex shapemeasureout
thatdoesnot satisfyDefinition 2.1is saidto beaninvalid simplex shapemeasure.

Whenthe areaof a triangle or the volume of the tetrahedronis negative, the
simplex is morethandegenerateit is inverted.In this case somesimplex shapemea-
suresreturna negative number andsomeothersreturna positive numberbecausefor
example they dependnthesquareof the areaor of thevolume.Dueto theinvariance
by reflection, ary valid simplex shapemeasurereturnsa positve number Simplex
shapameasureshouldnot be usedto determinewvhethera simplex is inverted.Rather
if ameshcontaingnvertedsimplicesthemeshoptimizershouldtry to remosethemby
optimizingthe volumeof thetetrahedrar the areaof thetriangles,by minimizing the
sumof theabsolutevalueof thevolumesor of theareasasproposedy CoupeZ?9]. In
the context of invertedsimplices,the shapeof theinvertedsimplex is irrelevant,what
mattersis its size.

A review of simplex shapemeasuress presentedn thefollowing subsections.
The shapemeasuresare groupedin broad categoriesaccordingto the fundamental
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measuresnvolvedin their computation.Eachshapemeasuras classifiedasvalid or
invalid accordingo Definition2.1. A shortdiscussioriollowsto extendthesemeasures
to the caseof anisotropicneshes.

2.1 Linear Transformation BasedShapeMeasures

Many authorsintroduceshapecriteriaconstructedrom the matrix involvedin thelin-
eartransformatiorof a simplex K to aregularreferencesimplex. While the choiceof
the definingparametersf the referencesimplex (in termsof vertex numbering,coor
dinates,etc.) is somavhat arbitraryandimpactson the transformatiormatrix N, the
productNT N doesnot dependof thoseparametersindeed all thesematricesinduce
the samemetrictensorMy (seeEq. (A.4)), which transformssimplex K into anequi-
lateralsimplex. This metrictensoris uniquelydefined,andcanalsobe determinedy
solving a linear systemof equationghat expresseshe constraintwherebyeachedge
of thesimplex K is broughtto unit length.

Liu andJoe[23] have definedthe transformatiormatrix M in a simplex K of
a regular simplex with the samesize (sameareafor trianglesand samevolume for
tetrahedra)The meanratio shapemeasura) canbewritten as:

1/2
202" 4v3Sc in2D,
d _\d A+A2 S L ’
<_[]1)\i> 1<i<j<3

r] = 7|7 d = 3 2 (2'1)

a I N 30mhahe) LYK

. A+ A2+ A3 S 17 '

1<i<j<4

wherethe A, i = 1,....d are the eigervaluesof the matrix MM in dimensiond.

Notationsaredetailedin AppendicesA, B andC.

FormaggiaandPerotto[12] introduceanotherlinear applicationN anddefine
the stretching factor of simplex K astheratio of thelargestto the smallesteigervalue
of N~1. This stretchingfactoris alsothe squareroot of the conditionnumberof ma-
trix Mx. The conditionnumberk of a simplex is thendefinedasthe inverseof the
conditionnumberof matrix Mk . K is ashapemeasuravhichis expresseds

minA; A
I
K=m— = — 2.2
maxhi  Ag’ (2:2)
1
if the eigervaluesaresortedin increasingordet
Knupp et Freitag[21, 13] have introducedanothershapemeasurealsocalled
the conditionnumber basedon a compositionof linear applicationsthat first trans-
formsasimplex K into aright angledreferenceslementsuchasusedin finite element
analysis)andthentransformshis right angledelementinto an equilateralsimplex of

unit edgelength. The transformatiormatrix is denotedS= AV ~! andis the inverse
of thetransformationslescribedabove, going from referencespaceto real space.The

51


Norm 
51


conditionnumberof simplex K is definedasthe productof Frobenius’norm of the
matrix andof its inverse.Frobenius'matrix normis definedas

1/2
I8 = (w(s"s) >,
Thematrix ST Sinvolvedin thenormof Sis theinverseof themetrictensorie M, *. It
is provenin [13] thatthe inverseof the conditionnumber scaledby the spacedimen-

sion,
_ d

K= 0
SISl

is ashapemeasureccordingto Definition 2.1.

(2.3)

2.2 The Radius Ratio

Theradiusratio p of asimplex K is definedto be p = dpk /rk wherepk andrk are
theinradiusandcircumradiusof K, respectiely, andd is the dimensionof the space.
Usingthe Egs.(B.1) and(C.1) of px andrk in two andthreedimensionsthe radius
ratiois written as

_gPK _ Pk Li2Li13los ’
P 216v% in3D
V@+broa+b-cjatrc—bbrc-ay;,§ ’(2 Y

wherea, b andc arethe productsof oppositeedgelengthsof atetrahedrorK.

2.3 The Minimum of the Solid Angles

A triangulationis a Delaunaytriangulationif the circumsphereof eachelementdoes
not containary othervertex of the triangulation. In two dimensionsthe Delaunay
propertyis equivalentto maximizethe minimum of the anglesof the trianglesof the
triangulation,calledthe max—minanglecriterion. It wasthereforenaturalto usethe

minimum of the anglesof a triangleasa shapemeasure.This shapemeasurdan two

dimensionswill yield atriangulationsatisfyingthe Delaunaycriterion.

In threedimensionsPelaunaytriangulationsdo not generallysatisfythe max—
min anglecriterion[31]. Remembethatatriangulationcontainingbadly shapedetra-
hedralike the sliver in Table 2 can passthe Delaunaycriterion. A simplex shape
measurédasedon the minimum of the solid anglesBmin will resultin triangulationsof
betterquality thanDelaunaytriangulationshaving somesliver elements.

Thesolidangle; atthevertex P of atetrahedrorK is definedto bethesurface
areaformedby projectingeachpoint of the facenot containingP, to the unit sphere
centerechtB.

Theminimumof thesolid anglessimplex shapemeasureés definedas

. _ 1 i '
Bmin = O 1§ri2|g]+19|7 (2.5)

52


Norm 
52


where®; is given by Eq. (B.3) in two dimensions;; is given by Eq. (C.3) in three
dimensions;a = 11/3 ~ 1.047 is the value of the three solid anglesof the regular
triangleanda = 6arcsin(\/§/3) — Tt~ 0.551is the valueof the four solid anglesof
theregulartetrahedron.

This measurds sensitve eitherto narrov andto large solid angles. In two
dimensionsthe maximumof the solid anglesin atriangleis 1, the sumof the solid
anglesof atriangleis tandalargesolid anglenearrtimpliesthatthetrianglehasalso
smallsolid angles.In threedimensionstheareaof a unit spherds 4tt, themaximumof
thesolid angledfor a positive tetrahedroris 21tin the caseof aflat tetrahedrorwherea
vertex seedhalf of the space Thesolid angleatthecornerof aright-angledetrahedron
is 17/2. It is shavn in Gaddum[16] that0 < i ;6 < 2r. Therefore,a large solid
anglenear2mfor K impliesthatK hassmallsolid angles.

Theevaluationof theexpressiorf; = 2arcsir(-) is alwaysin theinterval [0, T1.
It meanghatthe Eq. (C.3) canbe only usedto measuresolid angledessor equalto 1t
Sothemaximumsolid angleof atetrahedrorcanwrongly beevaluatedusingEq. (C.3).
However, theminimumof thesolidangless notaffected.Let8; <86, <83 < 8,4. Since
0< 2{‘:1 6; < 2m, only 84 maybelargerthantt. Thecomputatiorwith Eq. (C.3) of 6,4
returnsd, = 21— 8. Substitutingd, by 2r—8,in Y1, 6; < 21 givest; + 6,403 < 8.
So0,0:1 whichis loweror equalto 8, andBs is alsolower or equalto §4. Theconclusion
is thatevenif the Eq. (C.3) doesnot returnthe correctvaluefor a solid anglegreater
thant, it doesnotaffectthetetrahedrorshapemeasurg2.5) basedn the minimum of
thesolid angles.An equivalentdeductioncanbe donein two dimensions.

Insteadof computingthearcsir(-) in Eq. (B.3) and(C.3),from acomputational
pointof view, acheapesimplex shapemeasureas usedin [23]

-1 .

Omin = B 1§ri2|g]+10" (2.6)
wherego; = sin(6;) in two dimensionsg; = sin(6; /2) in threedimensionsf = sin(a) =
v/3/2 ~ 0.866is the valueof o for the threesolid anglesof the regulartriangle; and
B =sin(a/2) = v/6/9~ 0.272is thevalueof g; for thefour solid anglesof theregular
tetrahedron.

2.4 The Interpolation Err or Coefficient

In finite elementanalysistherearetheoremg32] thatboundthe interpolationerror of
afunction over a finite elementwith a coeficient multiplied by the semi-normof the
function. This coeficient is somethinglike Dk /pk whereDg is the diameterof the
elemenk andp istheroundnessf theelementk. Thediametef anelemenis the
lengthof the greatesstraightline insidethe element. For a simplex, it is the longest
edge. The roundnesf an elementis the diameterof the greatestsphere(circle in
two dimensionsjncludedin the element.For a simple, it is twice theinradius. The
diameterandthe roundnessredefinedfor simplicial andnon simplicial elementsut
it is notnecessarilyeasyto computethe diameterof the greatesspherancludedin an
hexahedroror aprism.

Whena simplex K is degenerateor closeto, the diameterDk is large andthe
roundnes®k is small,thenthecoeficientDx /pk is alargevaluethatindicatesalarge
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boundfor theinterpolationerror. So,this coeficientcanbe usedto measurghe shape
of asimplex K. (Notethatalargeboundfor theinterpolationerrordoesnot necessarily
meanthattheinterpolationerroris effectively large).

To be compatiblewith Definition 2.1 of the simplex shapemeasuresandto
avoid division by zerofor degeneratesimplices theinterpolationerror coeficientsim-
plex shapemeasuras definedusingthe inverseof the coeficient of the interpolation
error. This simplex shapemeasureis namedy, accordingto publicationsfrom the
GAMMA project(GénérationAutomatiquede Maillageset Méthodesd’Adaptation)
at the Institut National de Rechercheen Informatiqueet en Automatique(INRIA),
Francg[18, 6, 14, 17, 18].

2.3 hpK in2D,
y= p":fx (2.7)
2\6 in 3D.

hmax

2.5 The Minimum of the Dihedral Angles

The minimum of the dihedralanglesis a tetrahedrorshapemeasureghat hasno two-
dimensionalequivalent. The dihedralangleat an edgeof a tetrahedrons the angle
betweertheintersectionof the two facessharingthis edgeanda planeperpendicular
to theedge.For a positive tetrahedronthe dihedralangleis boundedby zeroandTt It
is equalto tminusthe anglebetweerthe normalsof thefaces.

Ormin = a*llgrﬂijng@ = a*llgrirlijng(n— arccognij - Nija)). (2.8)
wherenjj; andnjj> arethe two normalsto the triangularfacesadjacento the edgei j
anda = t— arcco$—1/3) = 1.231is thevalueof thesix dihedralanglesof theregular
tetrahedron.The minimum of the dihedralanglesis sometimesusedasa tetrahedron
shapemeasure.

Accordingto Definition2.1of atetrahedroshapaneasuretheminimumof the
dihedralanglespmin is aninvalid tetrahedrorshapemeasureThe underlyingproblem
with tetrahedrorshapemeasuredasecbn thedihedralangless thatthey fail to detect
somedegeneratdetrahedra.Referringto Table 3, the smallestdihedralangleof the
needlecanbeaslargeast/3 andthelargestdihedralangleassmallast/2. Thespindle
andthe crystal can have a minimum dihedralangle closeto 1/3, with a maximum
dihedralanglecloseto 1t

2.6 The EdgeRatio

The edgeratio r of a simplex K is definedto be the ratio betweenthe length of the
shortesedgeoverthelongest,.e.,

r= hmin/hmax, (2.9)

wherehnin andhyay aredefinedby Eqgs.(B.2) and(C.2).
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Accordingto Definition 2.1 of a simplex shapemeasurethe edgeratior is an
invalid simplex shapemeasurdecausdt doesnotvanishfor all degeneratesimplices.
In two dimensionsit canbeaslargeas1/2 for thecap. In threedimensionsit canbe
aslargeasy/2/2 for thesliver, 1/2 for thefin, 1/3/3 for thecapand1/3 for thecrystal.

2.7 The DelaunayCriterion asa ShapeMeasure

The Delaunaycriterion can be usedto connectverticesto built a simplicial triangu-
lation. As seenabove in Sec.2.3, usingthis criterion in two dimensionsis strictly
equialentto reconnectingerticesregardingto the minimumof theanglesshapemea-
sure.

Remarksmustbe madeaboutthree-dimensionadriangulationssatisfyingthe
Delaunaycriterion. It is importantto note that valid simplex shapemeasureswill
detectslivers. Sincetriangulationghat satisfythe Delaunaycriterion cannevertheless
containslivers,satisfyingthe Delaunaycriteriondoesnot constitutea guarante¢hata
triangulationdoesnot containdegeneratdetrahedraandin thatrespectthe Delaunay
criterionby itself doesnot actasavalid shapeneasure.

2.8 Extensionto Riemannian Spaces

All simplex shapemeasurehiave beenpresentedcherein the frame of the usual Eu-
clideanspace.In orderto getanisotropicmeshesthesemeasuresrenow extendedto
the context of a Riemanniarspace.

A metrictensoris atensorrepresentinghe deformationof spaceequivalentto
thesizespecificatiormap. AppendixA summarizesiotionsaboutmetricsusedin this
paper andexhaustve discussion®n the topic of metricscanbe foundin [11, 20, 19,
5, 7, 8, 4] amongmary others;thefirst referencedeingVallet[33, 34], andthe most
completebeingGeogeandBorouchaki[18, 15].

A Riemannianmetric is definedby a metric tensorfield (see Appendix A)
whosevariationsmustbe continuous.For meshingpurpose we assumesmoothvari-
ationsof the metrictensor With this assumptiormetric variationscanbe locally ne-
glectedresultingin alocal uniform, eventuallystretchedmetrictensor

Practically the metrictensorM (P) is averagedon a simplex into M usinga
quadraturdormula for eachof its coeficients. This yields an Euclideanspacethat
is not necessarilyCartesian(the tensoris not necessarilythe identity matrix). Edge
lengthsarethencomputedisingEqg. (A.2) with auniform metrictensor This simplifies
in

LY =/(P—P)T 9 (P, —P). (2.10)

Simplex measuresire computedthe sameway using Eq. (A.5) where M is approxi-
matedby M. Hence expressiondor areaof atriangleandvolumeof atetrahedrorin

thelocal metricsimplify into
S =S¢/ det(), (2.12)
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and

V! = Viy/det( ). (2.12)

The othersimplex characteristic®k, rk, hmin, hmaxand6; cannow be approx-
imatedin the local metricusingL{!, S andV¢* in the approximateformuleegiven
in AppendicesB and C. Finally, simplex shapemeasuresanbe approximatedn the

Riemanniametric.

3 Comparisonof Triangle ShapeMeasures

A methodis presentedhat helpsto visualizethe behaior of the variousshapemea-
sures.This methodis usedto compareandchoosea shapemeasurdor its simplicity
andits regularity. The effect of the metrictensorstemmingfrom the anisotropicmesh
is alsoillustrated.

3.1 Visualization of Triangle ShapeMeasures

Vallet [34] introduceda way to visualizethe shapemeasureof a triangle. Consider
threeverticesA, B andC lying on the xy-plane(Fig. 1 left). The vertex A is at coor

dinate(0, 1/2), the vertex B is at coordinate(0, —1/2) andthe vertex C, at coordi-
nate(x, y), is freeto movein the half-planex > 0.

Figure1: Definition of the locationof thethreeverticesA, B andC of atriangle(left)
to build thethree-dimensionadlot of thetriangleshapaneasurdright).

At eachlocation of vertex C, a given shapemeasureof the triangle ABC is
evaluatedwhich givesthethree-dimensiongllot of theshapemeasureshavn in Fig. 1
on right. Using this method,Figs. 2 and 3 shown the contourplot of sometriangle
shapemeasuréntroducedin Section2. By examiningthesecontourplots, it is easyto
assessvhetheratriangleshapemeasuras valid accordingto the Definition 2.1: valid
shapemeasureseacha maximumfor the equilateraltriangleat coordinate(/3/2, 0);
aminimumhasto bezeroandmustbereachednthey-axiswherethethreeverticesof
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thetrianglearecollinear Betweerthesetwo extrema, thetriangleshapemeasurenust
be a continuousfunction with valuesbetween0 and1 exclusively. Theseplots shav
thatthe edgeratio is not a valid triangleshapemeasurdseefFig. 3 onright) becauseét
doesnot vanishon the y-axis wherethe threeverticesare collinearandthe triangleis
degenerate.

Figure2: Contourplot of the meanratio shapemeasure) (Eg. (2.1)) left, andof the
radiusratio shapeneasure (Eq. (2.4)) right.

3.2 Choiceof a Measure for Mesh Optimization

Analysisof Fig. 2 and3 helpsto determinewhich triangle shapemeasureas the most
cornvenientto usefor meshoptimization.Clearly, aninvalid simplex shapemeasuras
a badchoicebecausat will not detectdegeneratesimplicesand may drive the mesh
optimizerin awrongdirection. Note however thatin the neighborhoodf the regular
triangle, the contourlines of all shapemeasureshave a correctbehaior. Even the
triangle edgeratio measure, plottedin Fig. 3 on right will yield correctmeshesas
long asthe meshoptimizerstaysfar away from degeneratdriangles.

J B \

0 1

Figure3: Contourplot of the minimum of solid anglesshapemeasurénmin (Eq. (2.5))
on left; of theinterpolationerror coeficient shapemeasurey (Eq. (2.7)) in centerand
of theedgeratiomeasure (Eq.(2.9))onright.
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All valid triangle shapemeasureslotted in Figs. 2 and 3 are continuous.
Amongthem, p andn aredifferentiable but 6, andy are not differentiableevery-
wherebecaus¢hesemeasuresisethe minimum or maximumoperatoywhich arenot
differentiable.Non differentiablesimplex shapemeasuresanbe usedfor meshopti-
mizationbut corvergencemay be lessefficient.

Anotherwell known featureof optimizationalgorithmsis thatthe corvergence
is easierandfasterif the functionto maximizeis circular aroundthe optimal point.
Cornverselythecorvergencewill beslowerif thefunctionto maximizehassharpridges
(or narrav valleysfor minimizationproblems).Finally, considethatthesimplex shape
measurep evaluatedwith Eq. (2.4) is an undefinedractionfor somedegeneratesim-
plices. Moreover, asprovedin [1], contourplots draving the meanratio measure)
arecircles. The conclusionfrom theseremarksis that the meanratio n is the most
convenientsimplex shapemeasurdor two dimensionaimeshoptimization. It is also
thelessexpensveto evaluatenumerically

So, from a practical point of view, the meanratio n is the most corvenient
triangleandtetrahedrorshapemeasurdo usein ameshoptimizer

3.3 Visualization of Anisotropic ShapeMeasure

The effect of the metric tensoron the contour plot of the shapemeasurecan also
be illustrated. Indeed,as presentedn Sectionsl.2 and 2.8, the metric tensortakes
into accountthe anisotropy requiredfor the mesh. Thus,the metric tensorstoresthe
information necessaryo specify the stretchingandthe orientationof the simplex to
build. If the metrictensoris constantjt inducesan Euclideanspacethat modifiesthe
optimal positionof thethird vertex.

Figure 4 presentghe contourplot of the two dimensionalshapemeasuren
for threedifferentmetric tensors.The n shapemeasurds theratio of the areaof the
triangle over the sumof squareof the lengthof the edgesof the triangle (Eq. (2.1)).
In orderto take into accountthe differentmetric tensors the areaof the trianglein
themetricspacds computedusingEq. (A.5) andthe lengthof the edgedn the metric
spaceare computedusing Eq. (A.2). For a constantmetric tensor Eg. (A.2) canbe
simplifiedto Eq. (2.10) andthe areaof the trianglein the metric spacecanbe written
asafunctionof thelengthof its edgeshy usingHeron'sformula(B.4).

In Fig. 4, the metrictensor, is a positive definite symmetrictensorthatis
equalto m 1 = 0.2, M2 = 0andmp, = 1 for thefigureontheleft, mp; = 20,m> =0and
mp2 = 1 for thefigurein themiddleandmy; = 0.9, my> = 0.4 andmy, = 1 for thefigure
ontheleft. In comparisonFig.2 on theright is nothingmorethana representationf
the n shapemeasurdor which the metric tensoris the identity matrix. In thesefour
graphs,degeneraciesippeamwhenthe verticesare collinearandis independenbf the
metrictensor However, the optimal positionof thethird vertex of thetriangledepends
on the value of the metric tensorused. Moreover, the contourlines of the n shape
measurethat are circlesfor the identity matrix, now becomeellipsesin the general
case.
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Figure4: Contourlines of the n shapemeasurgEq. (2.1)) for threeconstantmetric
tensors.

4 Implications for Mesh Optimization

For meshoptimization,all shapemeasuresre more or lessinterchangeablegjespite
their differencesTo illustratethe similarity of variousshapemeasuredsrig. 5 shovs a
superpositiorof contourplotsdrawn previously.

Figure5: Superpositiorof the contourplot of thetriangleshapemeasure (Eq. (2.1)),
p (Eq.(2.4)),8min (Eg. (2.5))andy (Eq. (2.7)).

This similarity canbe formalizedby the notion of equivalencebetweenshape

measures.

4.1 EquivalenceRelation

One of the deepestanalysisof simplex shapemeasuresvailable is from Liu and
Joe[23]. They definethenotionof simplex shapeneasurequivalencen thefollowing
way:
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Definition 4.1. Let p andv be two differentsimplex shapemeasurescaledin the
interval [0, 1]. pandv areequivalentf thereexist positive constantsy, c1, ep ande;
suchthat

CoV® < p< v (4.1)

If e (e1) is theminimum (maximum)possibleaxponentthenthelower (upper)bound
is saidoptimal If cg (c1) is themaximum(minimum)possibleconstantthenthelower
(upper)boundis saidtight.

Notethatthis relationis an equivalencerelationfor shapemeasuresinceit is
reflexive, symmetric,andtransitve. The symmetryappearsasfollows: if pis equiv-
alentto v with cov® < u < v, thenv is equivalentto g with cop®2 < v < cau®,
wherec, = cIl/el, e=1/e,c3= cal/eo andes = 1/ey. Thetransitvity appearsas
follows: if pis equivalentto v with cov® < pu < ¢;v® andif v is equivalentto v with
V2 < v < c3v® thenp is equivalentto v with csv® < < ¢csv®, wherecy = cocgo,
€4 = &2, C5 = C1C5 andes = eres.

4.2 Equivalenceof Simplex ShapeMeasures

Liu and Joe [23] proved the equivalenceof the tetrahedronshapemeasures), p
andomin (Egs.(2.1), (2.4) and(2.6) respectiely). More precisely they demonstrated
thefollowing inequalitieswith strict upperbounds:

n®<p<nd4 043 < n < pl/3,
0.22961%2 < Opin < 1.1398%4,  0.830%07/% < 1) < 2.6667071%
0.2651p? < Omin < p*/2, 02, < p < 1.9420072

Furthermoreit canbeshavn thatthen, k, K andy shapemeasure¢Eqgs.(2.1),
(2.2),(2.3) et (2.7)) belongto the sameequivalenceclass,at leastin two dimensions
for y. Indeed thefollowing relationshipcanbeverified (theboundsarenot necessarily
optimalor tight).

2 2 .
—yv<p< — in2D
3v2_p_\/§v :

k1/2 <K < dk1/2 indD,
K <n<dk/d ind D,
K=n in2D,

V2/3n%2 <k <3nY? in3D.

Theseequivalenceimply thatif oneof theseshapemeasurespproachegero,
which indicatesa poorly-shapeaimplex, thensodo the others.But the rateat which
they approactzeroor unity may differ asdo p andv = p? for example.
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4.3 EquivalenceClassedor ShapeMeasures

Theequialencerelationcansene to partitionthe possibleshapemeasureinto equiv-
alenceclassesA shapaneasurevould thenbe equivalentto all shapemeasuresf it's
class.In practice,jt seemghatall the shapemeasurgresentedn Sec.2 belongto the
sameequivalenceclass.Indeed,it is the casefor n, K, K, Y, p €t Omin. It is temptingto
concludethat the equivalenceclassof Definition 4.1 includesall the shapemeasues
thatsatisfyDefinition2.1 But suchis notthecase A counterexamplegivenby A. Liu
senesto provethis point.

Let u bea shapemeasuréhatsatisfyDefinition 2.1, thenv = 2(#-1)/Mjs alsoa
shapemeasureccordingto Definition 2.1. It cannotbe proventhaty etv areequia-
lentaccordingto Definition 4.1 sincetheredoesnot exist any constantsy andeg such
that cop® < v whenp tendstoward zero. This is dueto the fact that the exponen-
tial asymptoticbehavior of v tendstowardszerofasterthanary possiblepolynomial
asymptoticoehavior.

Althoughtheequivalencerelationis weakit is still possibleto compareneshes
obtainedby optimizingdifferentshapemeasuresindeed,ary shapaneasureshatsat-
isfy Definition 2.1 canbe usedby a meshoptimizer Remembethat, by definition,
they will all detectall simplex degeneraciesThey will all be sensitie to badlyshaped
simplices. Moreover, the morea meshis optimizedwith a given simplex shapemea-
sure,the closerto the optimal meshit is for any othersimplex shapemeasureln the
limit, if it werepossibleto mesha domainwith only equilateralsimplices,asit is in
two dimensionsall meshoptimizersshouldcornverge to that mesh,whateser shape
measuraisedin themeshoptimizer Theseassertiongrejustifiedin the next section.

4.4 Practical Comparison of ShapeMeasures

Threetwo-dimensionatest-caseare presentedo practically comparevariousshape
measuresDueto the problemof visualizingtetrahedrameshesno three-dimensional
exampleis given. Resultscanbeextendedo thethird dimensionexceptthatno perfect
meshexistsin threedimensions.It is impossibleto fill spacewith regulartetrahedra.
So,theoptimalmeshis alwaysunknavn andslightly depend®nthetetrahedrorshape
measureised.

The test-casesre optimized using the meshoptimization packageOOR T
(Object-oriented® emeshingZ oolkit)!. It canbe describecasa meshoptimizerthat
actson every characteristice®f a mesh,namelythe numberof verticesvertex coordi-
natesandvertex connectvity. It is basedon analgorithmperformingsuccessie local
modificationssuchasmeshrefinementedgecollapsing vertex relocationor vertex re-
connection Stoppingcriteriaaretight enoughto performarealmeshoptimization,not
only meshenhancement.

In two dimensionsfor certaindomainsaperfectmeshcanbeobtainedn which
all the trianglesare optimal. For instance,the domainconsistingof an equilateral
trianglemeshedisinganuniform targetsizeof 1/10 of thedomainedgelengthcanbe
meshedusingonly equilateraltriangles.In thatcase theinitial meshhasno influence
ontheresultsinceit is unique.Usingthe samealgorithmwith variousshapemeasures,

1Seehtt p: // www. cer ca. umont real . ca/ oort .
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theperfectmeshmustbeobtainedrom ary initial meshandis obtainedwith themesh
optimizer

&, &, &,

(&)n (Eq.(2.1)) (b) p (Eq.(2.4)) (€) Bmin (Eq.(2.5))

2, 2,

(dy(Eq.(2.7) (e)r (Ea.(2.9)

Figure 6: Triangularmeshesf an equilateraltriangulardomainwith a meshtarget
edgelengthof 1/10 of the domainsizeandwith five differentshapemeasuresn the
edgeswappingprocess.

This exampleshaws thatthe triangle shapemeasurenasno effect on the final
mesh,if a perfectmeshcanbe obtained.If the heuristicusedby the meshoptimizer
is ableto getit, it will obtainit, whatever the shapemeasuraused. In this example,
threeshapemeasurehave led to exactly the samechoicesduring the edgeswapping
processthe samel24 edgeshave beenswapped,on about2000checled edges.The
valuesof the shapemeasureslifferedbut comparingthe sameconfigurationsirove to
thesamedecisions.

The previous exampleis really academicsinceperfectmeshesareimpossible
onalmosteverydomain.Thenext exampleis asquare Optimalmeshesrenotperfect,
sothey varywith theshapemeasureBut differencesaresmall(seeFig. 7). Thechoice
of ashapemeasurédnasmoreeffect whenthe optimalmeshis far from a perfectmesh.

The last test-cases the sameasthe first one, but the optimizationalgorithm
differs. Vertex relocationhasheenexcludedfrom the possibleneshmodifications.The
resultingmeshoptimizeris lesspowerful, soit is not surprisingthatthe final meshes
arenot perfectarymore(Fig. 8).

Although the five mesheobtainedwith variousshapemeasuresliffer signif-
icantly, it is not right to concludefrom thesedifferencesthat one shapemeasurds
betterthanthe other The only valid conclusionis thatthe meshoptimizeris not pow-
erful enoughto reachthe optimalmesh.The problemis in the optimizationalgorithm,
notin the simplex shapemeasuraisedfor optimization.
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(an (Eq.(2.1)) (b) p (Eq.(2.4)) (€) Bmin (Eq. (2.5))

(dy(Eq.(2.7) (e)r (Ea.(2.9)

Figure7: Triangularmeshe®f asquaredomainwith ameshtargetedgelengthof 1/10
of thedomainsize,usingfive differentshapemeasurei the edgeswappingprocess.

(dy(Eq.(2.7) (e)r (Ea.(2.9)

Figure8: Triangularmesheof anequilateraltriangulardomainwith the sametarget
andthe sametriangle shapemeasuresson Fig. 6. Only the optimizationalgorithm
differs.

Conclusions

A taxonomyof simplex degeneraciefiasbeenproposedinda systematiavay of clas-
sifying thembasedn thefinal configurationof the degeneratesimplex waspresented.
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A definition of simplex shapemeasureéhasbeenput forth thattakesinto accountall
possibledegeneracies.Using this definition, commonly usedshapemeasuresvere
castinto a standarchotationandanalyzedo determinewhich werevalid shapemea-
sures. A methodwasgivento usethemfor anisotropiameshingby extendingtheshape
measure$o Riemanniarspaceby expressingoasicconceptssuchaslength,areaand
volumein ametric.

Several shapemeasuresvere visually comparedwhich hasclearly expressed
theregularity of themeanration (Eq. (2.1)) andtheradiusratio p (Eq. (2.4)),andthe
shortcoming®f invalid shapemeasuresvereparticularlyevident. All the commonly
usedshapemeasuresvere then comparedusing the equivalencerelation of Liu and
Joe[23], andall were shavn to be in the sameequialenceclass. Furthermore,it
wasshavn on academidest-caseshat the choiceof a shapemeasureo drive mesh
optimizationis muchlesscrucialthatthe heuristicof the meshoptimizet

Althoughall of thetestedshapemeasureyieldedcomparableesults themean
ration (Eqg.(2.1))is particularlyappealingdueto its simplicity andits regularity.

Fromthepresentvork, it canbeconcludedhatmoreattentionshouldbegiven
to optimizationand generationalgorithmsratherthan defining new shapemeasures.
Indeed,our intuition aboutmeshgeneratiorandoptimizationis thatit is anonlinear,
and even discontinuousproblem. It is thereforeimpossibleto generatedirectly the
optimalmesh.Theoptimalmeshcanonly bereachedvith aniterative procesghatcan
remove vertices,changethe coordinatesof the verticesand changethe connectvity
betweervertices.Thesearethe operationghatallow to handleall degreesof freedom
of amesh. All theseoperationamustbe combinedtogetherin an heuristicsuchthat
they work togetherin the samedirectionandthatthey corverge towardsthe optimal
mesh.ldeally, they shouldoptimizethe sameobjective function measuringhow much
ameshfits with thetarget. In thatcontext, the choiceof a specificshapemeasuréhas
farlessimpacton the final meshthanthe carefulcombinationof operationswithin the
optimizationstrateyy.
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A Notion of Riemannian Metric

The standardway of measuringdistancesn Euclideanspaceis a specialcaseof a
moregeneralapproachto measurehat shall be briefly summarizechere. The objec-
tive behindtheintroductionof this lengthmeasuremerapproachs to recastin amore
generalframewnork the variousnumericalconstraintamposedby applicationson nu-
merical meshgenerationand adaptation. Eachtype of applicationimposesdomain
specificconstraintoon meshgeneratiorin termsof optimal elementsize distribution,
elementizedistortionandstretching.Throughthe useof a metric, constraintanbe
expressedn domainindependenterms,andin doingso, meshquality canbeassessed
in absoluteerms,regardlesof specificapplicationdomains.

In orderto abstractshapeand size specificationswhich cantake numerous
formsandnamesageneratensorialapproachs taken,wherebyall desiredneshchar
acteristicaareexpressedn termsof acontinuoussecondrdertensor TheRiemannian
metricframewvork waschoserfor meshconstraintgepresentatiosincethis formalism
canaccounfor bothisotropicandanisotropianeshcontrolspecificationsandincludes
awide rangeof sizeandshapespecificatiorschemesn currentusein theliterature.

Let P be a pointin spaceR?, and M (P) be a continuoussecondorder sym-
metric tensorfield defineover R, If 4/ (P) is symmetricpositive definite, it canbe
expresseasthe productof threetensors:

M (P) =R" (P)D(P)R(P), (A.1)

with R(P) arotationtensorR" (P) = R-1(P) theinverserotationtensorandD(P) adi-
agonatltensorwith all termsstrictly positive. Thesediagonaltermsarethe eigervalues
of M (P). Themetrictensorfield A (P) associatedvith amethodto measuralistance
thendefinesa Riemanniarmetricor simply ametricover spaceR9.

A.l1 Length

With this definition, mary simplex quantitiescan be rewritten in termsof the met-
ric. First, thelengthof a parametriccurve y(t) = {(x(t),y(t),z(t)),t € [0,1]} canbe
expressedn metricspaceM by equation

Lact) = [/ @O 2 () YOt (A2)

In this expressiony(t) represents point on the curve andy (t) the tangentvectorat
thatpoint.
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Mavriplis [28] introducedmetric changein termsof local spacedeformation.
To illustratethis, letsdenote

A 0 0
D=| 0 x o0 |,
0 0 As

thediagonakensomadeup of theeigervaluesof themetrictensorin threedimensions.
ThelocallineartransformatiorN

VA1 0 0
N= o vA 0 |R (A.3)
0 0 VA3

cannow be constructedrom R(P), the rotationtensor andD/2. This local transfor
mationrelatesto themetric M in theway thatit is equivalentto measurehelengthof
avectorX in the original spacethroughthe metric 4, or to measurahelengthof the
transformedrectorN X. Indeed,

XTMX =XTNTNX = (NX)TNX = [NX]|? (A.4)

Lengthsarethuseasilymeasuredvith a metric. Shapemeasuredhowever, are
oftenexpressedn termsnotonly of lengths put alsoof areayolumeandangleswhich
mustalsobe computedusinga metric.

A.2 Measure

The measuref simplex K — areain two dimensionsandvolumein threedimensions
— in the metric M, is the integral of the squareroot of the metric’'s determinanbver
K. This measurawill be denoteo\/KM. Througha changeof variable,usingEqg. (A.4),
we canwrite

vﬂ:/ 1dV:/del(N)dV
N(K) K

sincedet(N) is the Jacobiarof the linear transformation.Moreover, from Eg. (A.3),
we have det( M) = (detN))?, sothat

v = /K \/detar)dv. (A.5)

This integral canbe computechumericallyusinga quadraturegule. Approximatefor-
mulaecanalsobe derived, thatarebasedon edgelengths,asare presentedn thefol-
lowing appendices.

A.3 Angle

Anotherquantityofteninvolvedin shapemeasuras the anglebetweenwo vectorsin
themetricspacel et two vectorsvV andW thatmeetat point P, we have
VT M (P)W

€os®) = TRV TNW]

(A.6)

wheref is theanglebetweerl andWw.

68


Norm 
68


B Approximate Formulee for the Triangle

Whendealingwith shapameasures metricspacecomputatiorof all quantitiesmust
be recastin this new framewvork. While somebasicquantitiescan be preciselyex-
pressecandnumericallycomputedusingexactformalution,derived quantitiestendto
becomevery involvedin termsof computationatompleity andcost. For thatreason,
approximategormulaeare often very helpful to help analyzeand compareshapemea-
suresin metric space.The following formulaearevalid in Euclideanandfor uniform
metric spaces.A uniform metric spaceis a deformedspacewherethe deformation
tensoris constanfrom pointto point.

Since edgelengthis the simplestmeasureto computeover a simplex, care
hasbeentaken to formulateall theseapproximateformulaein termsof edgelengths
measuredh Euclideanor metricspace.

Let K standsfor a non degeneratdriangle with verticesP;, P, and Ps; S
denotesthe areaof K andLi; = ||P; —R|,1 <i < j < 3, denotesthe length of the
threeedgesPP; of K.

Thehalf-perimeterpg, theinradiuspk andthecircumradiugk aregivenby

(Li2+Liz+L2g) ok = £ e = LiaLislos
2 ’ P’ 45

In finite elementgerms,the diameterhmax 0f an elementis the maximumEuclidean

distancebetweentwo pointsof an element,which is the longestedgefor a simplex.

The smallestedgeof anelementis denotedhpin.

hmax= max(L12, L13, L23), hmin = min(L12, L13, L23). (B.2)

(B.1)

Theangleb; atvertex P, of thetriangleK is expressedsafunctionof theedgelengths

as .
ei:arcsir<25<< E! LijLik) > (B.3)

1<j<k<3

Finally, theareaS of thetrianglecanalsobeexpressedsafunctionof its edgeengths
by Heron'sformula:

St = pr(pk — L12) (Px — L13)(pk — L23). (B.4)

Notethatif thethreelengthsused, 12, L13 andLy3, donotform atriangle,i.e. they do

not satisfythe triangularinequality asit canhappenin a non-Euclidearmetric, then
the squareof the areahasa negative value. Heron's formulahasno sensen thatcase.
Onemustthenresortto Eq. (A.5) in orderto computethe precisetriangularareain

metricspace.

C Approximate Formulee for the Tetrahedron

As for the triangle, the knowledgeof the edgelengthsof a tetrahedronis sufiicient
to uniquely definea tetrahedrorin Euclideanor constantmetric space. Significant
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formulaefor the tetrahedrorcanthusbe expressedn termsof its edgelengths,which
will bevalid, again,if sharpdeformationsn spacearenotencompasseith singlemesh
elements.

Let K standsfor a non degeneratdetrahedrorwith verticesPy, P, P; andPg;
Lij = |Pj — R|,1 <i < j < 4, denoteshe lengthof the six edgesPP; of K; S; de-
notesthe areaof thetriangularface AP,P3P;, S theareaof face/ AP P3P, S3 thearea
of face AP;P,P4, andS; the areaof face AP;P>Ps; Vk denoteghe volumeof tetrahe-
dronkK.

Theinradiuspk andthe circumradiugk aregivenby

ST rs+s
(C.1)
o V/(@a+b+c)(a+b—c)(a+c—b)(b+c—a)
K = 20 ;

wherea= Lzl 34, b= L13loq andc = Li4l 23 aretheproductsof oppositeedgelengths
of K. In atetrahedrontwo edgesareopposedf they shareno vertex.
Theminimumandmaximumedgelengthshmi, andhyax aretrivially givenby

hmin = min(L12,L13,L14,L23, L4, L34),

(C.2)
hmax= maxL12,L13,L14,L23,L24,L34).

Thesolidangleb; atthevertex B of thetetrahedroris definedto bethesurface
areaformedby projectingeachpoint of the facenot containingP, to the unit sphere
centeredhtB. Liu andJoe[23] give aformulato computesolid anglesof atetrahedron
in termsof edgelengths

~1/2
P = 2arcsir<12\/K ( U ((Lij + Lik)2 - |_J.2k>> ) ) (C.3)

1<j<k<4

Finally, the volumeVx of atetrahedrorcanalsobe expressedasa function of
its edgelengths.Let a, b, ¢, e, f andg, thelengthof the six edgesof the tetrahedron.
Edgesa, b andc connecto the samevertex of thetetrahedrone is the edgeopposite
of a, f tobandgto c. Theedgese, f andg arethe threesidesof a faceof the
tetrahedronpppositeto the vertex to which a, b andc connect.For example,a, b, c,
e, f andg canbely, Li3, L14, L34, L24 andLy3 respectiely. Then,the volumeof the
tetrahedroris givenby [30]

1402 = 48?0’ + (b?+ 2 &) (P +a2— 2) (a®+b? — ¢?)
— a?(®+c?— &) —b?(P+a—f2) —c? (@ +b?—g?). (C.4)
Contraryto Heron's formula (B.4) in two dimensionsthis three-dimensionatersion
of Heron's formulais not symmetric. Thethreeedgesa, b andc which startfrom the
samevertex do not play thesamerole asthethreeedgese, f andg which sharea face.

Eq. (C.4) canberewritten in aformulathatexhibits moresymmetry[30]. However, it
is costlierto computeandmoresubjectto roundof error.
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Notethatif the six lengthsdo not form atetrahedronascanhappenn anon-
Euclideanmetric, thenthe squareof the volume hasa negative value. Heron's three-
dimensionaformulahasno sensdan that case. One mustthenresortto Eq. (A.5) in
orderto computethe precisetetrahedral/olumein metricspace.
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TRANSIENT ADAPTIVE DISCONTINUOUS GALERKIN
METHOD WITH ANISOTROPIC MESHES

JEAN-FRANCOIS REMACLE'

Université Catholique de Louvain
Département de Génie Civil et Environnemental
Batiment Vinci, Place du Levant 1
1348 Louvain-la-Neuve, Belgium

ABSTRACT: In this paper, we present a method for performing anisotropic adaptive
computations. The discontinuous Galerkin method that is used for solving transient
flow problem is briefly introduced. We develop then an error indication technique that
provides directional error information in order to build a non uniform metric field. We
present two sample problems involving hundred of mesh refinements, both in 2D and
3D.

KEY WORDS: Anisotropic meshes, Discontinuous Galerkin, Transient Adaptation

1 TheDiscontinuous Galerkin Method

Transient flow problems involving wave propagation are of great interest in compu-
tational fluid dynamics. An accurate tracking of features like moving shocks or fluid
interfaces in an Eulerian fashion implies multiple mesh adaptations in order to fol-
low complex features of the flow. The discontinuous Galerkin method (DGM) is a
good candidate for solving our problems of interest. The DGM can be regarded as an
extension of finite volume methods to arbitrary orders of accuracy without the need
to construct complex stencils for high-order reconstruction. We seek to determine
u(Q,t) : R x R = L2(Q)™ =V (Q) as the solution of a system of conservation laws

ou + divF(u) =r. (1.1)

With the aim of constructing a Galerkin form of (1.1), let (-,-)q and {-,-)30 denote the
standard L2(Q) and L?(0Q) scalar products respectively. Multiply equation (1.1) by a
test function w € V(Q), integrate over Q and use the divergence theorem to obtain the
following variational formulation

(8ru,w)q — (F(u),gradw)q + (F(u) - f,w)aq = (r,W)o , YweV(Q).  (1.2)

The physical domain Q is first discretized into a collection of Ak elements e = U&le
called a mesh. The continuous function space V(Q) containing the solution of (1.2)
is then approximated on each element e of the mesh to define a finite-dimensional
space Ve(Ze). With discontinuous finite elements, Ve is a “broken” function space that

remacl e@ce. ucl . ac. be
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consists in the direct sum of elementary approximations ue (we use here a polynomial
basis P9(e) of order q):

Ve(Te) = {u | u € L*(Q)™, ue € PY(e)™ = Ve(e)}. (1.3)

Because all approximation are disconnected, we can solve the conservation laws on
each element. Now, a discontinuous basis implies that the normal trace F, = F(u) - i
is not defined on de. If ue and ug, are the restrictions of solution u, respectively, to ele-
ment e and element ey, a numerical flux Fn(Ue, Ug,) is usually used on each portion de,
of de shared by element e and neighboring element ex. We have then a DG formulation:
Yw € Veg(e),

Ne

(OtUe,W)e — (ﬁ(ue);gradw)e+ z (Fn(Ue, Ug, ), W)g, = (I, W)e (1.4)
=1

where ne is the number of faces of element e. Several operators are possible [6, 7].
Herein, a quasi-exact Riemann solver is used to compute the numerical fluxes and a
slope limiter [1] is used to produce monotonic solutions when polynomial degreesq > 0
are used.

2 AnError Indicator

For q = 1, the following quantity is used as an error indicator:
le|(Ce) / ﬁ ds (2.1)

where u is a scalar quantity depending on u, |e| is the volume of element e and (C€)e
is a gradient dued to downwind jumps (ue — ug) of the solution that show super-

convergence [2] We use the 3 principal directions R, k = 1,2,3 of the Hessian
Hij(u) = ax|a>< to compute directional errors (Cg)e - hy. In each principal direction

Py, we compute a directional size field that takes into account directional errors.

The mesh adaptation based on the directional size field is then performed by means
of some local mesh modifications [4]. In case of transient computations, the mesh-to-
mesh interpolations are performed using some local projection schemes. Those are are
differentiated with respect to the nature of each atomistic mesh modification operator:
operators including only topological modifications, operators including only geometri-
cal modifications, operator including both topological and geometrical modifications.

3 Examples

We present the results of two compressible inviscid flow problems involving the so-
lution of the Euler equations [3] by a DGM. The three-dimensional Euler equations
have the form (1.1) with u = {p, pvx, PVy, vz, E}!, F(u) = {p¥, pvy¥ + P&y, pvy¥ +
P8y, pv,V + P&, (PE + P)V}' and r = 0. Here, p is the fluid density, V the velocity,
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Figure 1: Mesh after 25 adaptations (left) and mesh+density contours after 227 adap-
tations (right) for the 2D problem.

E the internal energy, P the pressure and &, €, and &, are the unit vectors in the x,
y and z directions, respectively. An equation of state of the form P = P(p,E) is also
necessary to close the system. Here, we have chosen the perfect gas equation of state
P=(y=1p [E - @] with the gas constanty = 1.4.

One of the most widely known models of blast waves is the famous Taylor-Sedov point
source solution. The Sedov problem [5] involves the self-similar evolution of a cylin-
drical or spherical blast wave from a delta-function initial pressure perturbation in an
otherwise homogeneous medium. In our example, we have made 2 Sedov explosions
collide into a square domain that contains 3 rectangular obstacles (Figure 1). In prac-
tice, we initialize the code by depositing a quantity of energy E = 1 into a small region
of radius dr. The pressure inside this volume, Po, is given by Py = 3(3\;1?5. Enywhere
else, the density is set to p = 1 and the velocity is null initially.

We see on Figure 1 two meshes after different numbers of adaptations. The collision of
the two blasts creates a very high density region in the center of the system that rapidely
becomes unstable. We observe on Figure 1 the power of anisotropic mesh refinement
to capture accurately complex features resulting of the various instabilities of the flow.
We have finally run a one blast Sedov problem in 3D. One picture of the results is
shown on Figure 2.
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Figure 2: Cut of the mesh and some cuts of the density for the 3D Sedov problem.
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MORPHING AND MODIFICATION OF UNSTRUCTURED MESHES
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ABSTRACT: Unstructured meshes of triangles in 2D, or tetrahedra in 3D, are particu-
larly well suited to mesh modification since local refinement and/or coarsening can be
achieved without the introduction of hanging nodes or other artifices that often plague
adaptation schemes for structured meshes. A dynamic mesh modification technique
will be briefly described followed by a discussion of the element quality and element
deformation measures that are needed to determine an appropriate region of the mesh
for modification. A number of examples will be presented to illustrate the application of
this dynamic adaptation method to the simulation of time dependent problems involving
domains that undergo substantial deformation.

KEY WORDS: Mesh movement, coarsening, refinement, element quality measures.

I ntroduction

Mesh modification for time evolving domains can be carried out by a three stage com-
bination of mesh movement, mesh coarsening and mesh enrichment. One application
of this three stage procedure forms one cycle of dynamic adaptation. The extent of
domain deformation that can be accommodated during one cycle depends on how far
the mesh movement (i.e. r-refinement) stage can stretch the elements without creating
an invalid mesh with negative element volumes. Mesh coarsening is then carried out
to remove points associated with elements that have become badly shaped during the
r-refinement stage. Finally, mesh enrichment serves to re-create a mesh whose ele-
ment quality is comparable to that of the original mesh. This modification cycle can be
repeated any number of times to obtain a good quality mesh for any homotopic defor-
mation. At each stage, one is operating on a valid (i.e. conforming, space filling and
non-overlapping) mesh which thus avoids the difficulties that are often associated with
opening up pockets and remeshing empty regions of space.

1 Mesh movement

When mesh coarsening and enrichment is introduced as part of a dynamic adaptation
cycle, it is not necessary to move the mesh as far as possible during each r-refinement
stage. In fact, considerations of computational efficiency favor an r-refinement scheme
that permits a smaller degree of mesh deformation if this can be accomplished at a much
smaller computational cost than more robust mesh movement methods. In practice, a

baker @ or nado. pri ncet on. edu
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robust mesh movement scheme is computationally twenty times more costly than the
combined mesh coarsening and enrichment stages. The computational cost of the mesh
coarsening and enrichment stages is therefore insignificant compared with the mesh
movement stage. It is therefore advantageous to employ the simplest mesh movement
scheme which typically incurs only five times the computational cost of the remaining
mesh modification stages.

A particularly simple and cost effective r-refinement scheme is obtained if one approxi-
mates Laplace’s equation by summing differences of the dependent variable along each
edge incident to a mesh point. Let @ be the dependent variable and let O - (t10@) =0
be the equation to be solved. The variable diffusivity T [1] is introduced to provide
a degree of rigidity in regions that are occupied by elements whose volumes are ex-
tremely small. Mesh breakdown can be delayed by keeping the mesh displacement
nearly constant in such regions while the introduction of a variable diffusivity involves
negligible computational overhead. Let V denote the volume of an element, with Viyax
and Vpmin respectively the maximum and minimum element volumes. Define a variable
diffusivity by

Vimax — Vimin

=14 = 1.1
T + v (1.2)

Clearly, T = 1 for a mesh whose elements all have the same size. For a mesh with
varying element size, Tax = \% occurs for elements whose volume is equal to Vypin.
If qo, respectively @, represents the discrete approximation to ¢ at the mesh point Py,
respectively Py, then the residual at Pg is given by

0- (10g)]o SiOkz S — o) (1.2)
=1

where the k summation is over the m edges {PoPx|k = 1,...,m} incident to the point
Po, the coefficient ook = 3 ; Tj where the j summation is over all the elements incident
to the edge PoPy and the term Sp = Y ' ; Ook.

Using the superscript n to denote the nth iteration, one can write a point Jacobi scheme
as

= > o eh 13

where 0 < € < 1 is a relaxation factor.

2 Mesh coarsening

The method of coarsening that is currently implemented uses edge collapse. Given
a triangle that is a candidate for removal, take its shortest edge and allow the two
endpoints of this edge to collapse to a single point. As a result, this edge together with
the two incident triangles is removed from the triangulation and the number of points
in the mesh decreases by one. The effect of this operation, when repeatedly applied
to a region of the triangulation, will result in a much coarser distribution of points.
Unfortunately, the quality of the triangulation is also severely degraded. The mesh
enrichment algorithm described in the next section dramatically improves the mesh
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quality, but even better results are obtained if the coarsened mesh is optimized prior
to mesh enrichment. In the planar case, the coarsened mesh is optimized by swapping
diagonals in order to maximize the minimum of the six angles of any pair of triangles
with a common edge which form a convex quadrilateral. This operation will lead to
the Delaunay triangulation of the coarsened point set for any planar triangulation [2].
A similar collapse procedure can be applied in three dimensions although the imple-
mentation is not so straightforward as in the planar case. It is necessary to identify
the ring of tetrahedra incident to the candidate edge. The two end points of the edge
are collapsed into a single point, the edge is removed and the ring of tetrahedra dis-
appears from the mesh. It is necessary to check whether the modified tetrahedra are
still valid (i.e. have positive volumes). In three dimensions, as in the planar case, it
is advantageous to optimize the coarsened mesh prior to the enrichment stage. This
is particularly important since slivers, which may have been created in the coarsened
tetrahedral mesh, are not necessarily removed during mesh enrichment. Slivers are
zero volume, or near zero volume, tetrahedra for which the ratio of circum-radius R
to average edge length L is O(1) [3]. These singular tetrahedra can be removed by
edge/face swapping procedures [4].

3 Mesh enrichment

The decision, whether or not to enrich a particular region of the mesh, is based on a
comparison between the actual local length scale h (e.g. element width, circum-radius)
and the desired length scale specified by a scalar variable p called the length density
function. Suppose, for example, that the goal is to convert an existing volume mesh
into one with a smooth gradation in mesh density throughout the domain and such
that the density of the volume mesh near the boundary surface matches the mesh size
of the boundary triangulation. The value of the mesh density function at each point
on the boundary is computed as the average length of the incident boundary edges.
Solving Laplace’s equation on the current volume mesh, using the values of the length
density function at the boundary as Dirichlet data, will yield appropriate values of p
at each mesh point. If the value of p at any position in the mesh is less than the
actual local length scale h then the mesh is refined by the insertion of an extra point
followed by a local mesh reconstruction using an incremental Delaunay algorithm.
Several possibilities have been considered for selecting the position of point placement
(e.g. at element barycenters [5], along edges [6], at element circum-centers [7] or along
\Voronol segments [8]). The Voronoi segment method [8, 10] works extremely well in
2D but does not extend readily to 3D. The circum-center point insertion (CPI) method
generates provably good quality meshes in 2D [9, 10]. In 3D the CPI method can
generate meshes with good element quality provided care is taken to remove all slivers
[4].

A element is thus marked for refinement if the circum-radius is too large when com-
pared with the length density function p. The local mesh reconstruction exploits a
constrained Delaunay algorithm that can be applied to any valid tetrahedral or trian-
gular mesh. Elements to be replaced are those whose circumspheres contain the new
point subject to the constraint that no boundary face should be removed and that the
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new point is always visible from the exposed faces of the remaining elements. This par-
ticular procedure for inserting a new point is an integral component of the constrained
Delaunay method that has been successfully exploited in a number of tetrahedral mesh

generators [4, 5, 6].
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Figure 1: Heart slice at initial position.

4 Mesh deformation and quality measures

A key feature in the successful implementation of the dynamic adaptation procedure
is the use of mesh deformation and quality measures to monitor the time evolution
of the mesh. The extent of boundary deformation that can be tolerated during the r-
refinement stage is not known a priori. It is therefore necessary to allow the option of
automatically repeating the r-refinement stage with a smaller boundary deformation if
any of the deformed elements has a negative volume.

More critical, however, is the need to identify those elements that should be removed
during the coarsening stage. On the one hand, it is possible to classify elements ac-
cording to a deformation measure that assesses the relative change in element shape as
a result of mesh movement. On the other hand, one can exploit a quality measure to
assess the instantaneous element shape or aspect ratio. It turns out that the most effec-
tive strategy is to coarsen the mesh based on a combined assessment of both element
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Figure 2: Change in heart slice after one quarter period.

deformation and element quality.

4.1 Deformation measure

Consider a tetrahedron whose vertices are given by the points with position vectors x,,
where n =0, 1,2,3. The position vector xp, is a column vector of the three coordinates
(X! = (Xn,Yn,zn)). The edge matrix Ty, is defined as

Tn = (—1)"(Xn+1 — Xn, Xn+2 — Xn, Xn+3 — Xn) (4.1)

where addition in the indices is to be interpreted modulo four (i.e. Xny4 = Xn) [11].
Thus, Ty is formed by the three edge vectors joining the vertex at X, to each of the three
remaining vertices. The determinant |T,| of the matrix is equal to six times the volume
of the tetrahedron (twice the area of the triangle in the 2D case). If a right handed rule
is assumed for the edge ordering then |T,| > O for elements with positive volume.

In the definition of the edge matrix T, the vertex n plays a special role. Call this the
corner vertex for the edge matrix T,. Now let F be the elementary column exchange
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(4.2)
It follows that
Th1=TaF = ToF"

4.3)
For any given element there is a sequence of d + 1 edge matrices T,,n=0,...,d where

d = 2 for a triangle and d = 3 for a tetrahedron. It is clear that any intrinsic property of

the element, such as a deformation measure or quality measure, should not depend on
the choice of the corner vertex.

Suppose that the element defined by the edge matrix T, is mapped, under the action

of an r-refinement procedure, to an element whose corresponding edge matrix is Tp.
Define the deformation matrix By, associated with this mapping by

Th=BnT, sothat B,=TT;* (4.4)
Then,

Bn1=Tni1Th = TaFF 1T, 1 =B, (4.5)
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The matrix B, is therefore independent of the choice of the corner vertex n and one
may, without any ambiguity, write B for the deformation matrix.

Now use the polar decomposition theorem to write B as B = PU where U is a unitary
matrix representing pure rotation and P is a positive definite matrix whose eigenvalues
correspond to the modes of element distortion. An eigenvalue larger than 1 represents
a stretching along the associated eigenvector while a compression is indicated by an
eigenvalue less than 1. The eigenvalues of the dilatation matrix P, also known as the
singular values of B, are found by taking the square root of the eigenvalues of BBT.
Note that BTB and BB have the same eigenvalues even though their eigenvectors will
generally be different.

Let Oax and Omin be the maximum and minimum singular values of B (i.e. the max-
imum and minimum eigenvalues of the dilatation matrix P). If B corresponds to a
pure rotation then 6max = Oyin = 1 and a uniform scaling by a factor i would result in
Omax = Omin = M.

When distortion is so severe that an eigenvalue of the dilatation matrix P becomes
zero, the determinant of B and hence also the determinant of the new edge matrix T,
is zero. It follows that the volume of the element has shrunk to zero and any further
deformation will create elements with negative signed volumes. In practice, it seems
prudent to repeat the mesh movement with a smaller boundary deformation if any of
singular values falls below 0.1 in size.

4.2 Quality measure

Several options are available for constructing an element quality measure to assess the
instantaneous element shape or aspect ratio. In references [12, 13] the ratio of average
edge length to in-radius was used. Alternatively, one can construct a quality measure
based on a unitarily invariant matrix norm [11, 15] by considering the deformation ma-
trix associated with the transformation of a reference equilateral element (i.e. regular
tetrahedron in 3D, equilateral triangle in 2D). A detailed discussion of quality measures
and their properties for the 2D case can be found in [14].

Let T, be an edge matrix for the element T and let W be the reference equilateral
element. The associated deformation matrix is

An=TwW™1 (4.6)

In this case, since W is a fixed edge matrix, An will depend on the corner vertex n.
However,

Ant1=ToaW =T, FW L = Ay (WFW 1) (4.7)
It can be shown that U = WFW ~1 is an orthogonal matrix, from which it follows that
[[|Antalll = [||An||| for any matrix norm that is unitarily invariant. This result appears

in reference [11] as theorem 3. Although reference [11] considers only the Frobenius
norm,

1
1Al = [|All2 = (traceATA)2 (4.8)
their proof generalizes to any unitarily invariant norm. A unitarily invariant norm |||A|||
is a matrix norm such that |||[UA||| = [||AV||| = [||Al|| for any unitary (orthogonal) ma-

tricesU and V.
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To verify thatU =W FW ~1 is orthogonal we may choose any convenient representation
for the reference equilateral element since an edge matrix is obviously invariant under
translation, and U is clearly invariant under a uniform scaling of W. Consider a cube of
side length 1 and centered at the origin. The inscribed tetrahedron defined by the vertex
positions, Xg = (%’ %’ _%)’ XI = (_%’ _%7_%)' X; = (%a _%7 %)' and Xg = (_%a %a %)
is evidently a regular tetrahedron with edge length /2. With the corner vertex at n = 0
we obtain the edge matrix,

-1 0 -1
W=| -1 -1 0 (4.9)
0 1 1
whence we obtain
11 -1 -1
w—1=E 1 -1 1 (4.10)
-1 1 1
and
10 0
U=WFwW-1l=|[ 0 0 -1 (4.12)
01 0

It follows that UUT =l and |U| = 1.

We now define a quality measure for the element T to be a scalar variable T(T) with
the following properties:

i.0<1(T) <1,
ii. 1(T)=1<«=T isan equilateral element,
iii. T(T) is invariant under translation, uniform scaling and rotation of T.

A unitarily invariant norm of a deformation matrix A is invariant under translation and
rotation but not under a uniform scaling. This can be remedied [11] by constructing
the condition number

K(A) = [I|AIIITA=HI- (4.12)

It is known that a scalar function N(A) of the matrix A is a unitarily invariant norm if
and only if N(A) is a symmetric gauge function of the singular values of A [16]. One
example of a family of symmetric gauge functions is the family of £P norms. When
applied to the singular values of a matrix they generate unitarily invariant norms known
as the Schatten p norms [16],

Np(A) = (_icﬁ’) " 1<p<o (4.13)

The case p = 2 is the Frobenius norm, the limiting case p — o is the spectral norm

I|Alll2 = max{o; 6 is an eigenvalue of ATA} (4.14)
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Figure 4: Box surface and cut through volume mesh.

and the case p = 1 is the trace norm,
d

Al = -Zici (A) (4.15)

The condition number K p(A) based on the p norm is given by

d d
Kp(A)P = <i;of’> (j;oj‘ p) (4.16)

If we choose the spectral norm, we see that |||A|||2 = Omax and |||A=2||2 = ok where
Omax and Opin are the maximum and minimum singular values. The condition number
K« (A) based on the spectral norm is therefore

Keo(A) = 2T (4.17)
Omin
Evidently K« (A) > 1 with equality when Gpin = Omax Which can only occur if the
matrix A represents a uniform scaling and/or a rotation of the reference equilateral
element. Using the spectral norm we can thus define the following quality measure for
the element T,

Omin
To(T) = Ko (A) = e (4.18)
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Figure 5: Rounded box surface and cut through volume mesh.

It can be shown [15] that the condition numbers and quality measures derived from the
Schatten p norms are equivalent in the sense that

olin

Ko(A) <Kp(A) <d

Koo (A) (4.19)

and )
To(T) < Tp(T) <7 Tw(T) (4.20)

In order to identify the elements that should be removed after the mesh movement
stage, it is necessary to consider both the deformation measure (i.e. the shape measure
derived from the matrix defined by (4.4)) as well as the absolute element quality given
by the shape measure based on the matrix defined in (4.6). The deformation measure
assesses the relative change in element aspect ratio. The majority of elements that need
to be removed will have small values for their deformation measure. It is, however,
possible for some elements adjacent to a solid surface to undergo a small deformation
during each mesh movement stage and yet experience a large cumulative deformation
over several time steps. Since the deformation measure only monitors the relative
change between successive cycles, this pathological behavior will not be detected by
the deformation measure alone. We therefore need the element shape measure which
assesses the absolute element aspect ratio to detect these cases.

On the other hand, the element aspect ratio or quality measure alone tends to detect
several elements that exist in the initial mesh and which, being a long way from the
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Figure 6: Ellipsoidal surface and cut through volume mesh.

region of deformation, do not change their shape during mesh movement. A successful
strategy to identify the appropriate region for coarsening uses both measures. In other
words, a element is marked for removal if either its deformation measure is moderately
small or if its quality measure is extremely small.

5 Examples

The first example, presented in figures 1, 2 and 3, illustrates an application of the
dynamic adaptation procedure in the planar case. Using MRI imaging, it is possible
to measure the shape of a heart at three or four instants of time during a cardiac pe-
riod. One can obtain a reasonably accurate representation of the change in the shape of
the heart by interpolating between these snapshots. Figure 1 shows a 2D lateral slice
through the middle of a heart. The meshed domain consists of heart muscle in the re-
gion bounded by the pericardium on the outside and the two ventricles on the inside.
During one cardiac period the heart muscle changes shape dramatically and the ventri-
cles alternately contract and expand by considerable amounts. The sequence of figures
shows the change in shape during one half of a cardiac period. The change from figure
1 to figure 2, which represents one quarter of a cardiac period, was accomplished in 16
mesh modification cycles. Another 16 mesh modification cycles transformed the mesh
in figure 2 to the mesh, shown in figure 3, that conforms with the shape of the heart
slice after one half of a cardiac period. During the second half of the cardiac period,
the heart slice retraces its shape change and the mesh continues to adapt dynamically
to conform with the evolving domain.

The next five figures illustrate a example of dynamic adaptation applied to a 3D domain
that starts as a box, morphs into a sphere, then into an ellipsoidal shape and finally
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Figure 7: Elongated surface and cut through volume mesh.

into a dumbbell. Each figure shows a cut through the volume mesh and the exposed
faces of those tetrahedra that intersect the cutting plane. Part of the triangulation on
the boundary surface is also evident. The vizualization software used to investigate
the 3D meshes and produce figures 4 through 8 was provided by Pascal Frey [17].
The shape change for this toy example was defined analytically. Both coarsening and
refinement procedures were applied to the surface triangulation in order to maintain an
acceptable triangle quality on the boundary surface. The adaptation sequence during
each modification cycle thus consists of (i) movement of the boundary surface points
according to a prescribed analytic expression, (ii) movement of the tetrahedral mesh
to conform with the new boundary position, (iii) coarsening and enrichment of the
boundary surface triangulation to recover an acceptable surface mesh quality, and (iv)
coarsening and enrichment of the volume triangulation. The coarsening and refinement
procedures that are applied to the boundary triangulation directly modify the tetrahedral
mesh so that the volume mesh conforms at all times to the triangulation of the boundary
surface.
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ABSTRACT: Poor mesh quality is known to adversely affect both solution efficiency and
accuracy. There has been considerable research on a wide variety of mesh improvement
algorithms. The impact of these algorithms has been somewhat limited because they are
often embedded in particular meshing or application software packages. A stand-alone,
freely available software package would make the most effective algorithms available to
many more applications. To this end, we are developing the MESQUI TE software toolkit
for mesh quality improvement. The toolkit will also serve as a platform for further
research into mesh quality improvement methods. We describe the motivation, goals,
and design of MESQUI TE as well as give some computational results using the underlying
algorithms that show the benefit of the package.
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LOW MACH NUMBER REACTING FLOW MODELING
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ABSTRACT: We discuss the numerical challenges associated with the modeling of
reacting flow with detailed chemical kinetics, with particular emphasis on the low Mach
number formulation. We highlight the need for adaptive mesh refinement, and discuss
structured adaptive mesh refinement strategies. Finally, we present some results of
reacting flow modeling with structured adaptive mesh refinement.

KEY WORDS: Structured, Adaptive, Mesh, Refinement, Reacting, Flow.

I ntroduction

There are significant challenges with the computations of reacting flow with detailed
kinetics. These stem primarily from chemical complexity, where accurate description
of the chemistry of even the simplest hydrocarbon fuel (e.g. methane: CHg) requires on
the order of 30 chemical species and 200 elementary reaction steps. Thus, one is gen-
erally faced with many governing equations per mesh cell, and a complex/expensive
chemical source term evaluation. One also typically encounters a wide range of time
scales in detailed reacting flow modeling. These range from ~1 ms flow time scales
to ~1 ns fastest chemical time scales. This leads to significant stiffness in the govern-
ing equations, necessitating implicit or partially implicit constructions to ensure time
integration stability at acceptable time step sizes. Using an explicit time integration
construction, one is forced to use time steps on the order of 1 ns. Moreover, flame
reaction zones exhibit very sharp spatial gradients, with hydrocarbon radical profile
widths of about 100 um [1]. This necessitates the use of very small mesh cell sizes
(h ~ 15um) in order to adequately resolve the reaction zone structure. The utilization
of highly refined meshes, coupled with the large diffusivity of the H-radical, leads to
a significant explicit time step limitation (~20 ns) in the integration of the diffusive
terms. This again requires the utilization of either implicit or operator-split stabilized-
explicit diffusion time integration approaches.

“hnnaj m@a. sandi a. gov
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The large computational cost associated with the evaluation of the reaction source terms
necessitates highly optimized source code implementation to accelerate these evalua-
tions. On modern computational architectures, with hierarchical memory structures, it
is memory access rather than floating point operation count that is the computational
bottleneck. Experience with detailed chemistry computations are consistent with this
observation. The source code optimizations necessary to reduce the cost of the chemi-
cal source term evaluations have to do more with memory utilization than with reduc-
tion of floating point operation counts. In particular, using meta-codes to process the
manually-coded source term and jacobian routines and produce completely unrolled
and ’hard-wired” source code (valid for a particular chemical mechanism because of
the implemenation of reaction rate parameters as constants) has been found to have
a significant impact on computational speed. We have experienced a 30-50% overall
code speedup with these hard-wired source term evaluations on SGI hardware, de-
pending on the L2 cache size. The smaller the cache, and/or the slower the memory
bus speed, the larger is the payoff.

We have also used additive implicit-explicit (IMEX) schemes to integrate the chemical
source term implicitly, and the convective-diffusive transport terms explicitly [2], in
order to accelerate the code performance. Using, DVODE [3] for integration of stiff
chemical source terms has been effective in ameliorating the difficulties associated with
time-integration stiffness of the chemistry. With IMEX schemes, one is left with the
explicit diffusion time step restriction as the primary bottleneck in time integration.
We have addressed this using operator-splitting, where the chemistry is integrated im-
plicitly with DVODE, while the transport terms are integrated in symmetrically split
1/2-time steps [4]. By specifically isolating the integration of the diffusion terms within
the operator-split diffusional half-steps, we have been able to utilize either fractional
time stepping or stabilized explicit Runge-Kutta-Chebyshev schemes to integrate the
diffusional source terms efficiently.

It is important to note that the utilization of operator splitting needs to be done with
care. Specifically, when both stiff and non-stiff operators are involved, as does the
reaction-diffusion splitting, then it is advantageous to let the last operator in the time
step be the stiff operator [5]. This is because the fast time scales in the stiff term de-
fine an algebraic manifold that the solution tends to stay on [6]. These fast time scales
bring the solution quickly to the manifold. On the other hand, the non-stiff (diffu-
sion) term allows the solution to drift from the manifold by a small amount in a 1/2-
time step. While experience has shown that this drift is not noticeable with the actual
species mole fractions, the computed source terms for the species associated with the
fast modes are indeed significantly affected. Thus, in the context of reaction-diffusion
splitting based on a second-order symmetric Strang [7] splitting, it is preferrable to
use an Ru/2DacRp, /2 Operator sequence rather than the Dt /2RatDa, /2 sequence. We
have used both approaches in different contexts. We find that the results computed
with the Dat/2RatDa, /2 sequence with sufficiently small time steps (~< 100 ns for a
methane flame) are acceptable. On the other hand, at larger time steps, splitting errors
can lead to unphysical spatial structure of the chemical source terms. Yet, when this
happens, the actual time integration results are acceptable, because the stiff integration
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procedure in DVODE quickly brings the solution to the manifold in the beginning of
each chemistry step, using very small time steps. We have found that a relaxation of
the computed large-time-step solution with very small time steps (~2 ns) for a short
time interval (~40 ns) is sufficient to bring the solution back to the manifold such that
physical chemical source terms are observed.

We note that the loss of local-truncation-error accuracy for the splitting schemes ending
with the slow operator is associated only with the fast modes. Moreover, we note that
stiffness has a stabilizing effect, and the local errors for fast modes do not propagate.
The only error which propagates is that of the slow species, which is second order for
symmetrically-split integrators [5].

It is important to point out that a fully implicit construction is not generally an ad-
equate approach. The highest convective flow speed and smallest flow length scale
impose a necessary upper limit on the time step for accuracy purposes, even if larger
time steps were stable using an implicit scheme. Further, if the smallest mesh cell size
is of the order of the smallest length scale, then this accuracy-relevant time step limita-
tion is effectively the same as the explicit convective CFL stability limitation. Thus it
is more efficient to integrate the convection terms explicitly since the time step has to
be that small anyway, hence the need for some IMEX or operator-split implementation.

This leaves the issue of the mesh. Clearly, it is not advisable to use uniform meshes,
because the high degree of spatial refinement necessary in the reaction zone leads to
an unnecessarily fine mesh density everywhere, thereby limiting the computations to
relatively small domains. Using a uniform 15 pm mesh within a (small) 10 cm compu-
tational domain would require in excess of 6500 mesh cells in each dimension. Thus,
it is advantageous to use non-uniform meshes. Moreover, the fact that flame reaction
zones propagate by burning and/or convective transport indicates that the solver has to
track the reaction zone(s) and adjust the mesh accordingly. In order to avoid global
mesh changes resulting from local flame movement, it is generally better to avoid us-
ing moving-mesh solutions to this problem, and to employ instead local adaptive mesh
refinement (AMR) and coarsening.

We have used structured adaptive mesh refinement (SAMR) constructions to compute

two-dimensional premixed flame ignition and non-premixed jet flames. The following
sections outline our experiences with some of these computations.

1 Low Mach Number Formulation

We are concerned with generally low speed laboratory-scale flames. These flames typ-
ically have flow speeds on the order of 10 m/s, such that M ~ 0.03 and M2 = 0.001,
thereby justifying the low Mach number approximation [8] used below.

The physical model is based on extending the formulation developed in [2,4]. The
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model relies on the zero-Mach-number limit of the compressible conservation equa-
tions [8]. In this limit, acoustic waves are ignored and the pressure field is decomposed
into a spatially-uniform component Py(t) and a hydrodynamic component p(x,t) which
varies in space and time. The model assumes a gas mixture with zero bulk viscosity [9],
and ignores Soret and Dufour effects [10], as well as body forces and radiant heat trans-
fer.

Under the above assumptions, the non-dimensional governing equations are expressed
as:

d
Pr0(m = 0 (1.1)
dpu) , d(pu?)  dpuwv) _ _dp 1
a T T ay 6X+R€'(DX (12)
opv) d(pw) vy _  ap 1
ot T oy T Ty TRe™ 3
oT 1 oor) 1 1N Wr
atVET = Rerr PCp +ReSCC—pi;cp,|V| DT+DapCp 4
oen) —0-(pvYi) = 5—=-0- (pYiVi) + Daw; (1.5)
oT ReSc

Here, p is the density, T is the temperature, v = (u,V) is the velocity vector, Y; is the
mass fraction of species i, |t is the dynamic viscosity, A is the thermal conductivity, cp,
is the mixture specific heat, w; is the chemical production rate of species i, wr is rate of
chemical heat release, V; is the diffusion velocity of species i, cp; is the heat capacity
of species i, Re, Pr, Sc, and Da are the Reynolds, Prandtl, Schmidt, and Damkéhler
numbers respectively, while ®y,®y, are the viscous stress terms.

The mixture is assumed to obey the perfect gas law, with individual species molecular
weights, specific heats, and enthalpies of formation. The equation of state is expressed
as:

Po=pT /W (1.6)

whereW =1/ (¥, Y; /W) is the local molar mass of the mixture, N is the total number
of species, and W; is the molecular weight of species i. Note that for an open domain
Py is constant. The specific heat of the mixture is given by:

N
i=
where cp; is the specific heat of the i-th species at constant pressure.
We use the GRImechl1.2 [11] chemical mechanism for modeling methane-air chem-

istry. This mechanism has 32 species and 177 reactions, and corresponds to the reac-
tion network diagram shown in Fig. 1.
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Figure 1: Reaction network diagram for premixed methane-air flame chemistry with
GRImech1.2 [11].

2 SAMR Implementations

The past two decades have seen significant development of techniques for SAMR of
both compressible and low Mach number flow. Berger & Oliger [12] presented some
of the earliest work in this area, using mesh adaptation based on superposition of lo-
cally refined multiple levels of rectangular mesh patches. This was followed by fur-
ther developments by Berger & Colella [13]. A number of investigations by Colella
and coworkers focused on the implementation of these techniques using rectangular
mesh patches for both compressible and low Mach number reacting and non-reacting
flows [14-21]. A range of other investigations also focused on rectangular patch
SAMR [22-24], with specific applications in astrophysics [25-27]. There has also
been work on the implementation of rectangular patch-SAMR in the context of dis-
crete ordinate computations of radiation heat transfer [28], and for coupling eulerian
flow computations with direct simulation monte-carlo particle computations [29].

Other SAMR developments relaxed the rectangular uniform mesh patch constraint [30—
33], allowing for stair-case mesh boundaries. Smooke and co-workers used similar
mesh constructions in the context of both steady and unsteady bunsen flame compu-
tations [34-36]. There has also been work coupling these mesh constructions with
Lagrangian vortex method [37] computations of jet flames [38—40].

In general these techniques deal with a hierarchy of meshes M;, i =0,1,...,N, where
mesh Mg is the coarsest mesh level, with grid cell size hg, covering the whole com-
putational domain. Each higher level mesh M; spans a subset of mesh M;_; and is
characterized by a grid cell size h; = hj_1/q where typically q = 2.

Spatial derivative discretizations lead to the coupling of mesh levels at internal mesh
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boundaries. Discretizations on patches of mesh M; use information from M; for inter-
nal patch mesh points, and from M;_1 for neighbor cells at mesh boundaries. There are
generally two options for dealing with discretizations at mesh/patch boundaries. One
approach uses specialized stencils combining points from M; and M;_1. This approach
involves significant complexity, increasing with the number of spatial dimensions. It
requires a “library” of stencils for each distinct derivative computation. Another ap-
proach, which we have used, uses a buffer of “green” cells at the level of M; around
the mesh/patch perimeter, whose field values are found by interpolation from M;_;
data. This construction requires additional data structures and interpolation operations,
however, it leads to much reduced stencil complexity. It has the particular advantage
of requiring the utilization of only uniform-Ax derivative discretizations on all mesh
levels. Finally, one-sided derivatives are typically implemented at domain boundaries.

SAMR implementations also require the utilization of spatial interpolation for vari-
ous purposes. Coarse-to-fine interpolation is required when refining mesh regions, in
order to define data on newly created children of refined coarser-level mesh cells. Fur-
ther, coarse-to-fine interpolation is required for evaluating “green” cell data around
mesh/patch boundaries if required. On the other hand, fine-to-coarse interpolation pro-
cedures are required for updating coarse-mesh cells with data from their refined chil-
dren upon evaluation of the solution at a new time level. One-sided interpolants are
generally necessary near domain boundaries.

SAMR time integration constructions typically use finer time steps on finer mesh levels
in accordance with numerical stability constraints. When the time step is controlled by
the convective CFL condition, then Atj = $Ati_;. On the other hand, when it is viscous
CFL-controlled, then Atj = %Ati_l. In either case, recursive time stepping algorithms
are utilized for time stepping on the various mesh levels. An example time integration
procedure for forward euler, using convective-CFL time step control, is as follows

Ugtt = Ug+FRiat
urtt? = uP AL
urtt = UYL Ry

where, U" is the solution vector on mesh level i at time level n, and F" = F(U"). Note

that Fl”“/ ? evaluated on a fine mesh at internal mesh/patch boundaries requires Ug“/ 2

at the coarse-mesh neighbors. This necessitates integration of Ugp before U; and time

interpolation between U2 and U™ to provide U{ /2.

We note that the solution of the low Mach number equations using projection meth-
ods [41] involves the solution of an elliptic equation for the pressure field. This makes
the low Mach number solution on SAMR meshes more challenging than that of com-
pressible flow equations where no such elliptic constraints are encountered. The com-
plexity arises primarily from the continuity constraint at internal mesh/patch bound-
aries. Colella and coworkers have outlined detailed ’synchronization’ approaches for
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dealing with this issue [21]. These involve the solution of a second elliptic equation for
the velocity-error correction necessary to satisfy continuity at mesh boundaries. These
globally-coupled elliptic equations are effectively solved using a multigrid procedure
on the mesh hierarchy. Note that a projection on the velocity field u leads to a Helmholz

equation for the pressure D(% Op) = o, while a projection on (pu) results in a pressure
Poisson equation 0°p = G.

Finally, we note that a significant challenge for parallel AMR computations is the need
for a good dynamic load balancing strategy. This is necessary for maintaining good
parallel scalability with increasing numbers of processors, and for enabling massively
parallel computations that take advantage of advanced parallel computational hard-
ware. Typically, large ranges of spatial scales lead to a high degree of local refinement,
which leads to highly localized computational effort where local refinement has lead
to multiple mesh levels. Reacting flow computations typically lead to such refinements
in the flame reaction zones. Moreover, the fast rates of change of species concentra-
tions in the flame zone lead to the need for many small time steps within the stiff time
integration procedure (e.g. with DVODE). In fact, the highest chemistry integration
costs per mesh cell are in the flame zone irrespective of the mesh topology. The com-
pounded effect of high local mesh density and higher computational cost per mesh cell
leads to significant localization of computational work in the mesh regions where the
flame reaction zone exists. This work needs to be distributed efficiently among the rest
of the processors if scalable parallel performance is desired. Of course, at sufficiently
high flow Reynolds numbers, flow turbulence levels increase the need for high mesh
refinement at locations outside the flame reaction zone. Moreover, if high turbulence
is found everywhere in the domain, and it requires mesh cells of the same size as those
necessary in the flame, then AMR is simply not efficient, and a single uniform mesh
computation is most optimal.

3 Jet Flamelgnition SAMR Computations

In the following we show some results from a jet flame study using a coupled Lagrangian-
Eulerian vortex-method/SAMR construction The details of the numerical construction
are discussed elsewhere [38-40]. We consider a planar jet flowing vertically into a
rectangular 2D 10x5cm domain. The jet fuel is No-diluted CH4, and is buffered on
either side by a coflow stream of air. The domain side walls are far from the jet, and
are assumed to be slip impermeable walls. The lower edge of the domain is a specified
inlet, while the upper edge employs an outflow boundary condition that enforces global
mass conservation.

The flow is initialized at room temperature and left to reach a steady state. At a des-
ignated time a transient heating pulse is applied to one side of the left jet shear layer.
The gas ignites and a circular ignition front propagates away from the ignition point.
Two such ignition kernels are shown in Fig. 2, ignited on either side of the stoichiomet-
ric mixture fraction line in the jet shear layer. Only a small segment of the domain is
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shown here to examine the ignition kernel growth in detail. In either case, ignition in the
air (top frame sequence) or fuel (bottom frame sequence) streams, the ignition kernel
grows until it arrives at, and passes through, the mixing layer. As the front approaches
the stoichiometric mixture fraction line, it encounters ideal burning conditions, sharp-
ens, and accelerates significantly. It then deccelerates as it proceeds into leaner/richer
regions, with progressively lesser fuel/oxidizer concentration. The front segment prop-
agating away from the stoichiometric mixture fraction line simply degrades in burning
intensity and propagation speed as it moves into richer/leaner regions with very sparse
oxidizer/fuel available.

Figure 2: Ignition fronts in a jet shear layer. Jet fuel (CH4) is on the right and coflow
air is on the left of the stoichiometric mixture-fraction line shown.

The detailed structure of the ignition kernel and the associated adaptive mesh struc-
ture are shown in Fig. 3. The flame heat release rate is plotted in the left frame, with
superposed contours of the mixture fraction, while the adaptive mesh is shown on the
right. Note the sharpness of the heat release profile, and the corresponding high reso-
lution mesh architecture. This figure outlines clearly the necessity of an adaptive mesh
architecture in order to efficiently capture this transient flame kernel. It also illustrates
the severeness of the dynamic load-balancing challenge, as much of the computational
work is concentrated in a very small and non-stationary subset of the computational
domain.
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Figure 3: Ignition front and associated adaptive mesh structure. The left frame shows
the flame heat release rate, with the superposed contours of the mixture fraction show-
ing the progression of the mixture fraction from lean to stoichiometric to rich in going
from left to right. The right frame shows the adaptive mesh at this instant of flow
evolution.

The laterally propagating ignition flame kernel segments soon extinguish as they reach
regions of pure air or pure fuel on either side of the stoichiometric mixture fraction
line. Two edge flames are left over, characteristic of burning into a partially premixed
flow, propagating upstream and downstream along the stoichiometric mixture fraction
line. The edge flames propagate away from the ignition region, as shown in Fig. 4. The
top flame proceeds upwards and leaves through the domain exit, while the lower flame
proceeds downwards towards the jet inlet and (if a stable lifted jet flame exists under
these flow/flame conditions) stabilizes against the incoming stream at a location where
its burning speed exactly balances the flow velocity in the shear layer. In this manner,
a diffusion flame is established, stretching from the lifted edge flame at the jet inlet, up
towards the domain exit.

The final topology and mesh-structure of the lower (nearly-stabilized) edge flame are

shown in Fig. 5. The figure shows the edge flame in the right frame, using the CO»
field, with superposed heat release rate contours. The adaptive mesh structure in the
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Figure 4. Evolution of the two edge flames along the stoichiometric mixture fraction
line away from the ignition region. Heat release rate contours are shown superposed
on the mole fraction of CO».

edge flame region is shown in the left frame, again indicating the degree of localized
mesh refinement required to capture the flame structure accurately.

4 GrACE SAMR Implementation

We also illustrate some results from reaction-diffusion computations using the GrACE
SAMR toolkit [42]. We have implemented a SAMR component, based on GrACE,
within the Common Component Architecture (CCA) [43].

GrACE uses a rectangular patch-based SAMR architecture. Mesh patches are stored
in trees, in a Directed Acyclic Graph (DAG). The DAG structure is hidden from users.
The Berger & Rigoutsos algorithm [44] is used for clustering points into patches. In-
verse space filling curves [45-47] are implemented for load partitioning. Time refine-
ment is based on the convective CFL condition. GrACE has been used for a wide range
of applications ranging from geomechanics to astrophysics [42].
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Figure 5: Edge flame structure at the base of the jet flame. Left frame shows the mesh
topology, while the right hand frame shows the heat release rate contours superposed
on the CO» mole fraction.

GrACE uses dynamic load balancing, with an adaptive choice of partitioners [45].
The choice is based on balancing tradeoffs between different measures of mesh good-
ness, including computational time, scatteredness of adaptation, and the volume of data
transfer during rebalance operations. Geometric multilevel inverse space-filling curves
(ISP) [46] and sequence partitioners (SP) [48] are used as the basis for the load balanc-
ing strategy. Generally, space filling curves provide a higher emphasis on speed rather
than the quality of the partitioned structure [45].

The CCA framework [43] provides a flexible, massively parallel, and efficient means
of assembling a code. The visual design of a GrACE-based reaction diffusion code is
shown in Fig. 6.

We present results from a reaction-diffusion study of ignition in hydrogen-oxygen mix-
tures [49,50]. The flow is initialized with a uniformly premixed H2-O2 mixture at room
temperature. Ignition is initiated at three spots using localized transient heating pulses.
Only the reaction-diffusion equations are accounted for, with the heat release rate arti-
ficially zeroed, and no momentum equations solution. This is primarily for demonstra-
tion and evaluation of the GrACE SAMR functionality on a parallel distributed linux
platform. The evolution of the ignition fronts is shown in Fig. 7, where they expand
initially towards each other until they meet and annihilate each other, leading to a final
state of completely burnt products mixture. Fig. 8 shows the adaptive mesh topology
in the full computational domain (left) and in an amplified region where strong flame
curvature is evident.
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Figure 6: CCA/GrACE AMR Component Assembly for H»-O> Ignition.

Conclusions

We have presented a brief discussion of the utility of structured adaptive mesh refine-
ment algorithms for detailed computations of reacting flow. SAMR is necessary for
enabling large-scale reacting flow computations with detailed chemical kinetics and
resolved flame structure. SAMR preserves uniform mesh discretization operations,
thereby simplifying spatial discretization strategies. Further, rectangular patch-based
SAMR allows the utilization of efficient matrix-vector array data structure operations.

We have described the low Mach number governing equations formulation. We have
illustrated low Mach number methane-air reacting flow results with detailed kinetics
using a Lagrangian-Eulerian SAMR construction, and a reaction-diffusion implemen-
tation of homogeneous hydrogen-air ignition using the fully Eulerian SAMR GrACE
toolkit within a CCA framework. Results highlighted the degree of mesh adaptation
necessary for capturing detailed reacting flow structure and dynamics. They also high-
lighted the need for very good dynamic load balancing strategies to maintain parallel
code scalability.
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H, - Air Ignition. 1em X 1cm domain; 0.4 ms H, - Air Ignition. 1em X 1cm domain; 1ms

0 " ‘ L | 1 " L

0

X X
3 levels; {black, red and blue}; min. resolution 25 microns. Patch boundaries in white 3 levels; {black, red and blue}; min. resolution 25 microns. Patch boundaries in white

Figure 7: CCA/GrACE AMR Computations of Hz-O2 Ignition. The left frame shows
the evolution of the reaction-diffusion fronts at early time, followed by a late time
snapshot in the right frame.
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NEW RESULTS ON QUALITY MEASURES FOR
PLANAR QUADRILATERAL MESHES

PHILIPPE P. PEBAY’

Sandia National Laboratories
MS 9051 P.O. Box 969
Livermore, CA 94550, U.S.A.

ABSTRACT: This article examines the quality assessment of planar quadrilateral mesh
elements in a comprehensive way. First, an analytic characterization of quadrangular
shape is provided, and existing concepts of stretching and skewness, earlier proposed
by for specific geometries, are generalized. Then, two triangle quality measures are
extended to quadrilaterals and their respective extremal and asymptotic behaviors ex-
amined, showing in particular that they cannot detect, if needed, triangular degeneracy
of a quadrilateral. An existing quality measure is then discussed, which is able to handle
this case. In particular, an unbalanced asymptotic behavior is demonstrated, justifying
the need for a new approach. Toward this goal, the triangle quality measure based on
FROBENIUS norm is modified in order to replace equilateral reference element by right
isosceles triangles, with control on the specific right angle. Finally, two new quadrilat-
eral quality measures are designed and examined using these results. Numerical results
illustrate the matter.

KEY WORDS: quadrilateral, quadrilateral meshing, mesh quality.

I ntroduction

It is now widely known that the geometric properties of the mesh supporting a finite
element or finite volume computation directly impact the accuracy of the numerical
result. For example, in the particular case of finite element analysis of elliptic problems,
[3] shows that accuracy of the approximate solution is directly related to a geometric
estimate of mesh elements, generally referred to as aspect ratio, in the case where these
elements are simplicial.

Although triangular and tetrahedral quality measures have been extensively discussed,
in particular in [1, 2, 5, 6, 9, 11, 12], little work has been done concerning planar
quadrilaterals. For such elements, [13] proposes estimating the quality by means of the
aspect ratio, the skewness and the stretching factor. Although natural for some partic-
ular geometries, such measures are not well defined in a general context. More general
quadrilateral quality estimates have been proposed, but neither closely examined nor
compared, in [7]. An effort towards providing an in-depth analysis of several planar
quadrilateral measures can be found in [10], which discusses in particular an extension
to quadrilaterals of triangle quality measures based on the FROBENIUS matrix norm.
More recently, [8] has proposed a global framework for such extensions.

‘pppebay@a. sandi a. gov
This work was supported by the United States Department of Energy, Office of Defense Programs &
Office of Basic Sciences, SCciDAC Computational Chemistry Program.
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After recalling a few useful geometrical results, this article firstly discusses the ana-
Iytical characterization of planar quadrilaterals. In particular, asymptotic degeneracy
cases are examined. The modification of triangle quality measures based on matrix
norms, proposed in [10] in order to adapt these measures to the case where reference
elements are right isosceles triangles, is provided in extenso. This adaptation is moti-
vated by the idea of extending them to quadrilateral quality measure. Then, the first
quadrangle shape estimates to be considered are skewness and stretching factor. They
are examined in detail and it is explained why they cannot provide quadrangle quality
measures in a general context. Because of these limitations, extensions of some trian-
gle quality measures to quadrilaterals are then provided. These quality measures are
fully analyzed and it is shown that they satisfy the desired extremal and, depending on
the context, asymptotic properties. When these asymptotic properties do not comply
with the requirements of the application, an alternate estimate introduced in [7] is ex-
amined in detail. Finally, the quadrilateral quality measures based on the FROBENIUS
matrix norm, previously tailored to right isosceles reference elements, are defined and
studied. Several numerical examples illustrate the theoretical results.

1 Preiminaries

1.1 Triangles

In all that follows, t denotes a triangle with vertices E, F and G, area “4;, semiperimeter
pt, inradius r, circumradius R, edge lengths e= FG, f = EG and g = EF, and we
denote the angle at vertex E (resp. F, G) as n (resp. ¢, Q) and the radius of the
inscribed (resp. circumscribed) circle of t as r (resp. R). In addition, the vertices
E, F and G have respective coordinates (Xg,Ye), (X=,Yr) and (Xg,Yg) in an arbitrary
orthonormal affine reference frame parallel to the plane of the triangle t. The following
standard norm-like notations will also be used:

[t = min(e f,g)
ty = Vve+f2+? (1.2)
[tle = max(e f,q).

Some results from elementary geometry are assumed without proof (see for exam-
ple [4] for proofs and details). In particular, the following well-known relations will be

used:
_@_e_f g

2R= = =—=— 1.2)
2%  sinn  sing siny
where 4% is given by
A =rp, (1.3)
as well as by HERON’s formula:
A =v/p(p—&)(p— (P —9) (14)
Finally, it is recalled that the edge ratio is defined as:
It]oo
T= —, 15
Itlo (1)
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see [11] for a study of the behavior of T, with respect to the extremal angles of t.

1.2 Quadrilaterals

For the sake of conciseness, "quadrilateral” will hereafter mean a "planar, non-degenerate
and convex quadrilateral”. Such a quadrilateral shall be denoted generically as g =
ABCD, with area 4, semiperimeter p, edges of lengths a= AB, b=BC, ¢ =CD and
d = DA and denote the angle at vertex A (resp. B, C, D) as a (resp. B, y, 8) and 6 the
arithmetic mean of either a and vy, or 3 and 9, called the torsion. Norm-like notations,
similar to those for triangles, will also be used:

|q|0 = min(aa ba C7d)
e = VEIRIITE @s)
|q|°° = maX(a, ba Cad)'

Remark 1.1. The computation of 4 can be performed in several different ways. In
particular, it seems natural to decompose q in two triangles, whose respective areas are
obtained in a straightforward manner obtained. Although twice more costly, it is not a
bad idea to compute the four possible triangular areas, since this allows the detection,
on the fly, whether or not q is convex, non-convex, skew, degenerate (cf. [7] for details).
Practically speaking, this is of the greatest interest, since both topological consistency
checking and geometrical quality measurement can be done at the same time.

Most of the useful metric equalities of triangles do not extend to quadrilaterals, and this
is the first obstacle to the generalization of results such as those presented in [11] in the
case of triangles. Nevertheless, HERON’s formula can be generalized for quadrilaterals:

ﬂz\/(p—a)(p—b)(p—c)(p—d)—abcdcosze. .7

Remark 1.2. This provides an opportunity to discuss the choice of a and y in the defi-
nition of 0. It is well known that the sum of the four angles of a convex quadrilateral is
equal to 21T, hence, 6; = “—;ry and 6, = @ are supplementary. It follows in particular
that 8, and 8, have opposite cosines, thus equal squared cosines. Therefore, whatever
pair of opposite angles is picked in order to define 8, (1.7) returns the same result, i.e.,

it is symmetrical.

1.3 Cocyclicity

It might be useful to recall some results about planar cocyclicity, and in particular the
fact that, unlike triangles, quadrilaterals cannot necessarily be inscribed in a circle.
More precisely,

Definition 1.1. A quadrilateral is cyclic if it can be inscribed in a circle.

Example 1.1. The quadrilateral @, illustrated Figure 1, which is homothetic to the
quadrilateral with successive vertices coordinates (v/3,1), (v'2,v/2), (1,/3) and (—/3,1),
is cyclic.
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A demonstration of the beautiful Inscribed Angle Theorem can be found in any good
elementary geometry handbook; using the classical notation for vector angles, it comes
as follows:

Theorem 1.1. P, Q, Rand Sare cocyclic if and only if:

(PO,PY = (RO,RY [ (1.8)

and allows to readily deduce the
Corollary 1.2. giscyclicif and only if a and y are supplementary.

Remark 1.3. According to Remark 1.2, Corollary 1.2 can be equivalently expressed
using 3 and o instead of a and .

Figure 1: Cyclic quadrilateral ©.

1.4 Deriving quadrilateral quality from triangle quality

A natural approach to measure the quality of any given non-degenerate convex quadri-
lateral consists in seeing it as a pair of two non-degenerate triangles sharing one com-
mon edge, which is also a diagonal of the quadrilateral. Hence, an apparently good idea
would be to examine the qualities of these two triangles, but which quality ? Generally
speaking (see [11] for a notable exception), the quality of a triangle is considered to
be optimal® only for equilateral triangles. Unfortunately, the following example shows
that using such triangle quality measures for quadrilaterals is not straightforward.

Example 1.2. Figure 2 illustrates the case where q is a rhombus, such that its shortest
diagonal has the same length as its edges, hence denoted as ¢ . By definition, é can be
decomposed either into two equilateral triangles or into two obtuse isosceles triangles.
In the general sense of triangle quality, the former case is considered as optimal, while
the latter is far from this. In other words, the choice of the particular partition of g in
two triangles has an effect over the resulting quadrilateral quality measurement; which
one shall be chosen ?

The only certainty at this point is that either both triangular decompositions of g must
be taken into account, or another approach of quadrilateral quality, independent from
the underlying triangles, must be used.

Imore precisely, reaches its strict and unique minimum, 1.
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Figure 2: The two possible triangulations of the same rhombus ¢.

2 Thequadrilateral space

The aim of this section is to define a proper set on which the analysis of quadrilateral
quality measures will be relevant. In particular, the concept of equivalence class will
be used.

2.1 Homothecy equivalence classes

A quadrilateral can be seen as either a geometric or an analytic object. Although
the former is certainly more intuitive, the latter allows the use of calculus to perform
an analysis of quadrilateral quality measures. A consistent analytic representation of
quadrilaterals is one that is bijective with the set of geometric quadrilaterals. In addi-
tion, quality measures in the general sense (cf. [7, 11]) do not depend on size, but only
on shape; in other words, they are invariant through homothecy.

Hence, it is more suitable to use an analytical representation of quadrilaterals, up to
homothecy.

Equality up to homothecy is an equivalence class, in the strict mathematical sense:
reflexive, symmetrical and transitive. Therefore, it allows the definition of equivalence
classes of quadrilaterals; in particular, any quadrilateral g belongs to one and only one
equivalence class, and this class is the set of all quadrilaterals which are homothetic to
g. In addition, any equivalence class can be represented by one of its elements, e.g., the
only quadrilateral with unitary semiperimeter, as shown in Figure 3. In other words,
considering only the set of such quadrilaterals is sufficient for quality measure analysis,
since these measures must be invariant to scaling. This set, which is in fact the set of
all equivalence classes?, is simply denoted as Q.

2.2 Analytic characterization

Since any edge length of a non-degenerate quadrilateral q is strictly smaller than the
sum of the three other ones, it follows that

p_a+b+c+d 1 b4c+d_1 a
a- 2 27 2 “a3tm ! (2.1)

2or, equivalently, the quotient space of the set of quadrilaterals by the equality up to homothecy.
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Figure 3: Equality up to homothecy: the unique quadrilateral with unitary semiperime-
ter represents the entire homothecy class.

and, for the same reasons, £ > 1, £ > 1 and § > 1. Hence, denoting as x, y and z
the ratios between three edge lengths to the semiperimeter of g, e.g., X = %, y= % and
z= %, itisclearthat x< 1,y < 1and z< 1. In addition,

X+y+z= a+b+c:2p—d:2_97 (2.2)
p p p
whence
l<x+y+z<2 (2.3)
and d
O<2—x—y—z=—p<1. (2.4)

Hence, on the one hand, the quadrilateral q; with consecutive edge lengths x, y, zand
2 —x—Yy—zis homothetic to g (with ratio p); on the other hand, its semiperimeter is
obviously unitary thus g1 € Q1. In other words, g is the class representative of g, on
which quality measure analysis shall be performed.

Now, the knowledge of the four edge lengths of a quadrilateral is not sufficient to
determine its shape®. For example, knowing that a quadrilateral has four equal edge
lengths only permits to conclude that it is a rhombus; nothing is known about the angles
of this rhombus which might be, in particular, a square.

Remark 2.1. This makes a noticeable difference with the triangular case, for which
there is a bijection between, on the one hand, edge lengths ratios and, on the other
hand, the angles of this triangle.

In fact, the knowledge of a, b, ¢, d and, e.g., the angle a, completely determines g and,
in particular, the other angles 3, y and 9, for an obvious reason: knowing o permits to
determine one of the diagonals, therefore the triangle opposite to a is fully determined

3or, equivalently, the knowledge of x, y and z is not sufficient to determine the homothecy equivalence
class.
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by its three edges, according to Remark 2.1. Simply stated, this means that, in addition
to edge lengths, quadrilaterals have one and only one other degree of freedom, provided
by any of their four angles. Thus, the set of quadrilaterals can be seen as a subset of
C R°® and, since angles are invariant through homothecy, Q1 can be interpreted as a
subset of IR*. In other words, the quadrilateral shape space is four-dimensional®.

2.3 Asymptotic configurations

As Q1 is four-dimensional, it is not as natural to examine the asymptotic behavior, as in
the case of triangles, in particular because it is impossible to visualize® a hypersurface
of R%. Nevertheless, examining some usual configurations can provide useful informa-
tions concerning some lower-level shape estimates, such as the torsion or the stretching
factor. For example, the set of parallelograms up to homothecy has the nice property
of being a 2-dimensional subset of Q1, since a = c and b = d. Moreover, these two de-
grees of freedom can be straightforwardly seen as the stretching factor and the torsion,
and this allows a direct relationship between the behavior of a quality measure to these
parameters.

Another interesting asymptotic case occurs when two consecutive edges of q tend to-
wards alignment, in other words when g gets close to being a triangle t, as shown
Figure 4. Although this is a somewhat intuitive notion, this situation can be formalized
as follows: precisely,

Definition 2.1. A triangular degeneracy occurs when one, and only one, angle of a
quadrilateral is close to Ttand none is close to 0.

Figure 4: Triangular degeneracy.

Triangular degeneracy might be considered as either acceptable or not, i.e., the quality
measure should either remain bounded or diverge to 4o, respectively. For example, in
the context of hybrid meshes, it could be useful to have a triangle-quadrilateral quality
measure, which would not diverge in the case of triangular degeneracy of g, but rather
continuously match along the transition between the two kinds of polygons. Contrarily,
most quadrilateral finite elements solvers would poorly handle triangularily degenerate
elements.

Provided these results concerning the analytical characterization of quadrilateral shape,
it is now possible to examine precisely the extremal and asymptotic properties of sev-
eral possible quadrilateral quality measures.

4intuitively, since no vector field structure has been properly defined.
Sat least, for human beings.
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3 Edgeratio

It seems natural to extend T, the edge ratio which has been defined for triangles, to
quadrilaterals. In this case, we have:

9o
T="—. (3.1)
lalo
Remark 3.1. T can be seen as a generalization of the stretching factor, defined in [13]
for specific geometries. Therefore, it seems rather intuitive to extend the use of this
expression to all quadrilaterals, and T will be also referred to as the stretching factor
of g.

3.1 Extremum

By definition, T > 1, with equality if and only if |g|. = |dlo, i.€, min(a,b,c,d) =
max (a,b,c,d), thus a=b = c=d. Therefore, T has a unique absolute minimum, 1,
attained only by rhombii. Squares are only a particular minimal case.

3.2 Asymptotic behavior

3.2.1 Parallelogram

Obviously, if g is a parallelogram, then either T = g ort = "‘5‘. In particular, T is

completely independent of the angles of g, which is not the case when considering the
edge ratio of a triangle. Intuitively, the behavior of T can be seen as one-dimensional,
with respect to the four dimensions of Q. This is why it has been proposed for specific
geometries, in particular for rectangles: in terms of homothecy equivalence classes,
they are completely characterized by their length to width ratio, i.e, by T. Minimal
for and only for squares, it increases and tends to +oo as the rectangle stretches, hence
its name. To the contrary, T is unable to provide any valuable information when q is a
rhombus: even very flattened, with 6 as close to 0 as desired, it is considered as optimal
as a square by T.

3.2.2 Triangle degeneracy
If g degenerates towards a triangle t, the two following different cases may occur:
i. if two vertices tend to merge, then |q|o tends to 0. Thereore, T diverges to +oo;

ii. otherwise, if the triangle degeneracy occurs with no edge lengths tending to 0,
then |qjo tends to a non-zero value while |g|. remains bounded, preventing T
from degenerating.

In addition, a continuation of T to the edge ratio of the triangle occurs only if |g|o
and |q|. remain unchanged, when jumping from qtot.

Clearly, neither the asymptotic nor extremal properties of g correspond to what is ex-
pected from a quadrilateral quality measure. However, it is a very intuitive dimension
of the quadrilateral space, thus useful for examining the behavior of such measures.
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Remark 3.2. The edge ratio also provides a triangle quality measure, optimal only for
equilateral triangles. It has the original property of accepting flattened elements, but
not needles for which it diverges. See [11] for details.

4 Skewness

Skewness does not seem to have been properly defined in a general context. We pro-
pose the following definition:

_ 1

o _11_29|"
1-[1-2|

As mentioned in Remark 1.2, the two possible values of 8, 6; and 65, are supplementary

thus

o (4.1)

_25 1_2(T[_62) 1522
I I I
from which it follows that o is independent from the particular choice of either 61 or 6;

for 8. More precisely, o is symmetrical with respect to 7.

20,

— -1+ = 4.2
+= , (4.2)

_‘ 26,

4.1 Extremum

By definition, one has

0<B<n = 0<%3<2 (4.3)

= —1<1—2—1$<1 (4.4)

= Og‘l—z—f <1 (4.5)

= 0<1—‘1—2—ne‘§1 (4.6)

— o>1 4.7

In addition,

o=1 1—‘1—2—1? =1 (4.8)

= ‘ —2—9 =0 (4.9)

I
— ezg, (4.10)

thus o reaches its unigue and strict minimumwhen 8 = 7; in other words, using Corol-
lary 1.2, for cyclic quadrilaterals.

Although squares and, more generally, rectangles, are cyclic, the converse is obviously
untrue. In particular, the quadrilateral @, introduced in Example 1.1 and illustrated
Figure 1, is considered as optimal by g, and could even be flattened as much as desired,
provided its four vertices remain cocyclic.
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4.2 Asymptotic behavior

It is clear that o strictly decreases (resp. increases) on ]0, 7] (resp. [5,(); moreover,

1
lim ————— = lim ——— =+ 4.11

9—)0+l—|l—2—]_?| 9—>Trl—|1—2_T? o, ( )

since o(8) = 75 (resp. z(n—Tie)) when 6 — 0* (resp. 6 — ).

Figure 5 represents the graph of skewness vs. torsion. The previously mentioned sym-
metry of o results in a symmetric graph, and the fact that the absolute value is not C*
in 0 results in a salient point® when 8 = Ul

4.5

17.5
4

15
3.5

12.5
10 3
7.5 2.5
5 2
2.5 1.5

0.5 1 15 2 2.5 3 05 1 1.5 2 25 3

Figure 5: Graphs at two different scales of o as a function of 6.

Rectangles are only a particular case of inscribed quadrilaterals; therefore, any rectan-
gle is optimal, however stretched it is. Conversely, any non-rectangular parallelogram,
e.g., any non-square rhombus, is not optimal for o. In fact, o can be also seen as
one-dimensional, but along a different direction of Q; than 1. In particular, triangular
degeneracy is not caught by o: if, say, a — 1tthen, according to Definition 2.1, y and,
consequently 8; = “—gy tend neither to 0 nor 1T, hence, o does not diverge.

5 Edgetoinradius

Among triangle qualities that extend naturally to quadraliterals is the comparison of
edge lengths with inradius. Of course, any convex quadrilateral does not have, in gen-
eral, an inscribed circle’ and, hence, it might seem paradoxical to attempt to extend
such edge to inradius comparisons to quadrilaterals. However, in the case of a non-
degenerate triangle t, it follows from (1.3) that:

2

P _ Pt
C = (5.1)
Therefore, this quality measure can be directly extended to q:
_P
(= 2 (5.2

6j.e., left and right tangents at that point are not aligned.
7In fact, such an incircle exists if and only if a+y= B+3.
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Similarily, the aspect-ratio can be extended to g:

_ Pl

l Fi (5.3)
and these two measures are related via the following inequality:
p(a+b+c+d)  4p|Q|e
¢ 22 Sz 2 6.4
with equality if and only if p= 2|q|«, i.e. if and only if q is a rhombus.
5.1 Extremum
Combining (1.7) and (1.3) gives:
p?
=\ (e=a)(p—D)(p—c)(p—a) — abedcos’® )

and, as for triangles, it is much more convenient® to try to minimize h = Ziz rather than

to maximize ¢. Clearly, h is a function of only the five variables a, b, ¢, p and 6, and
can be expressed as follows:

h(a,b,c, p,8) = (p—2a)(p—b)(p—c)(a+ b-H;Z p)—abc(2p—a—b—c) cos?0 5:6)

and it is clear that, for any a € R%, h(%, %, %,1,6) = h(a,b,c, p,0). This means that

h only depends on four variables, given by three edges lengths to the semiperimeter
ratios, plus the torsion angle 6. In other words, h is invariant through homothecy, as
expected, thus  is non-dimensional. We therefore examine the variations of h: Q; —
IR, where

h(x,y,20) = (1—X)(1—Y)(1—2) (x+y+2—1) + xyz(x+y+2z—2) cos’0 (5.7)
whose first order derivatives are:

oh

55 0o%26) = (2x+y+2-2) (1-y)(1 - 2) +yzcos’6) (5.8)
S—S(X,y,;e) = (x+2y+2z-2) (1 —x)(1 - 2) 4 xzcos?6) (5.9)
g—z(x,y,z,e) = (X+Y+22-2) (1 =x)(1—y) + xycos’8) (5.10)

2—2 (%,Y,2,0) = xyz(x+y+2z—2)sin2t. (5.11)

8and, obviously, equivalent.
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According to (2.3), x+y+z< 2, hence, since none of X, y nor zare null, the stationary-
point condition implies that 26 € TiZ thus, since 26 €]0, 11, necessarily 8 = J. Hence,
(%,Y,2,7) is a stationary-point if and only if

{ (2x+y+z-2)(1-y)(1-2 0
1

(x+2y+z2-2)(1-x)(1—-20 = 0 (5.12)
(X+y+2z2-2)(1-x)(1-y) = 0

which is equivalent, since neither x nor y nor zis equal to 1, to

2X+y+z = 2
X+2y+z = 2 (5.13)
X+y+2z = 2

whose only solution is, clearly, (3,1,1). Therefore, h has a unique stationary point,
when the quadrilateral is a square. In order to check whether this case corresponds,
as expected, to a minimum, one has to make sure that the hessian matrix is positive
definite. The second order derivatives of h are given by:

o%h
¥ (%,Y,2,8) = 2(y+z— yz— 1 + yzcos’) (5.14)
0%h
EYd (%,Y,2,8) = 2(X+ z— x2— 1 + xzc0s°0) (5.15)
0%h
P (X,¥,2,0) = 2(X+y—xy— 1+ yzcos’0) (5.16)
0%h
302 (x,y,2,0) = 2xyz(2 — x—y — Z) cos2t (5.17)
2F
:X:y(x ¥,2,0) = (1—2)(2X+ 2y + z— 3) 4+ Z(2X+ 2y + z— 2) cos0 (5.18)
0%h
533 ——(%Y,2,0) = (1—y)(2x+y+ 22— 3) + y(2x+ y+ 22— 2) c0s*0 (5.19)
2
:y;z(x ¥,2,0) = (1—X)(X+ 2y + 22— 3) + X(X+ 2y + 22— 2) c0s>0 (5.20)
0%h .
3 ae(x Y,2,0) =yz(2 — 2x—y—2z)sin2t (5.21)
%h .
ayDB(X ,Y,2,0) = xz(2 — x— 2y — 2)sin2t (5.22)
0%h .
azae(x Y,2,0) = xy(2 —x—y—2z)sin2t (5.23)

and, therefore, the hessian matrix of hiin (3, 3,3, %) is:

(5.24)

onNn BN
= O OO

4 2
2 2
O 8| 2 4
0 0
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and is clearly negative-definite; more precisely, the characteristic polynomial of the
matrix

(5.25)

onNndDN B
oNnN BN
oh~DNDDN
= O OO

is (X —1)(X = 2)%(X - 8), thus the eigenvalues of H,_ are —% (double), —§ and —1.
Hence, the stationary point is a maximum, meaning that ¢ reaches its only minimum for
squares; in addition, this minimum, denoted as g, is strict.

From this extremal property of { can be deduced another one for 1: firstly, since (5.4) is
an equality only for rhombii, it is the case for squares, thus {g = 215. Now, combining
the minimization of { with (5.4), leads to:

=1, (5.26)

2
showing that, as ¢, 1 is minimal for, and only for, squares.

5.2 Asymptotic behavior
5.2.1 Parallelogram

In this case, o = yand 3 = & thus 6 = a or 8 = 3. Moreover, a and 3 are supplementary,
hence have the same sine. Therefore, the area of g is given by:

A4 = absin® = |q|o|q|~sin6, (5.27)

thus ¢ can be expressed as:

_(lglo+1al=)? 1 1
= Jqoldlwsing — sing \" "1 2 (5.28)

and 1 as:
' |glo|d|wsin®  sin® (t+1). (5.29)

5.2.2 Rectangle

If g is a rectangle, then (5.28) and (5.29) respectively become { = 1+ % +2 and
1 =1+ 1. Therefore,  and 1 are two functions of T, strictly increasing over [1,+oo],
respectively denoted as {— and | —. Moreover,

{=(1) ~ 15(1), (5.30)

~Y
To+0 T+

which means that they asymptotically behave as T for rectangles. In particular, { — and
I diverge to 40 when T does.
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5.2.3 Rhombus
If g is a rhombus, then it follows from (5.28) that:

4

~ sin@
which gives a direct relation between these quality measures and the torsion of the
rhombus, since they reduce to two functions {,, and 1, depending only on 8, with {, =

21,,. Obviously, they both strictly increase (resp. decrease) on |0, 5] (resp. [5,T). They
also diverge to 4+ at the bounds of |0, T since, using the fact that sin® = sin (11— 6),

4

=2 (5.31)

L@®)=20(0) ~ 5 (5.32)
WO =200 ~ o 539

The relative sensitivities of { to stretching and torsion are now discussed, by solving
(o) =00(0), 18
1 4 2sinB+2(sin6— 2 inB
rlioo e, Isin + (sm- JT+sin _
T sin@ TsinB

0, (5.34)

which can be solved either for T or 8. In the former case, (5.34) reduces to finding the
real roots of the polynomial

P, = X%sin@+2(sin@—2)X +sin® (5.35)
whose determinant is
Dp, =4 ((sine —2)% —sin? e) (5.36)
= 16(1 —sin®) (5.37)
> (5.38)

with equality if and only if 8 = 7. Inthis case, 1 is the only rootof P, i.e., qis a square.
Otherwise, 0 < 1—sin6 < 1, hence P; has two distinct real roots; in addition, 1 —

sin® < /1 —sin®, thus
2—sinB—2y/1—sinB < sinB < 2—sinB+ 2v/1 —sin®o. (5.39)

Combining (5.39) with the fact that, by definition, T > 1, it follows that, for any

given 6 € ]0, 11, (8.18) has the following unique solution:

2—sin6+2y/1—sinB _ (v/1—sinB+1)?
sin® B sin®

(5.40)

4
(r+Tl)2
In fact, they both correspond to the same shape for g, since they

Moreover, solving (5.34) for 8 obviously brings two possible solutions, arcsin

H 41
and Tt— arcsin e

are supplementary.
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5.2.4 Triangular degeneracy

In the case where g degenerates towards a triangle q, it is obvious that both perimeter
and area of g tend towards their respective counterparts in t. Hence, {(q), in the sense
of quadrilateral quality, tends towards (t), in the sense of triangle quality. In particular,
( does not diverge during triangular degeneracy.

From both extremal properties and asymptotic behavior that have been demonstrated,
one can conclude that ¢ can be extended as a generic quality measure, suitable for
both triangles and quadrilaterals; in addition, a continuous transition between these
two kinds of elements is ensured. However, this particular property might be, in some
respects, a major drawback since, for some applications, one might wish to avoid tri-
angular degeneracy of quadrilaterals. In this case, the quality measure should diverge
to infinity, rather than tend towards the quality of the limiting triangular element.

6 Remembering diagonals

The following quadrilateral quality measure is proposed by [7]:

_ |Q|2 hmax
Q= min; 4 (6.1)

where 4; denotes the area of the triangle whose edges are those of g adjacent to vertex
i and hmax = max (AC,BD, |g|«). In particular, |glc < hmax-
6.1 Extremum

An application of the CAUCHY-SCHWARZ inequality:

k=n k=n
(V(ug,...,un) € RY) S w<yny u, (6.2)
&1 \ &1

to the edge lengths of g shows that

atbrctd< /4(@+b?+c+d?) 6.3)
thus p < |q|2, with equality if and only if q is a rhombus. In addition,
min 4 < ? (6.4)
with equality if and only if g is a parallelogram. Hence,

p |al2
< :
A — 2min; 4 (6.5)

with equality if and only if g is a rhombus. Therefore, if g is not a rhombus,

_ Pldl> _ lgl2ldle _ [al2Pmax _ Q

! a 2mini 4 = 2mini 4 2°

(6.6)
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a4 —2minn 4 2°

NN

<i= p|ale < |dl2hmax _ Q

and, in particular, { < Q.

6.2 Asymptotic behavior
6.2.1 Parallelogram
If g is a parallelogram, then

(Vie{ABCD)) ming=7 = 7|q|°|q|2°°s'ne
|

and, using AL KAsHI’s Theorem, it is obvious that

BD = +/a2+b2—2abcosa
AC = a2 + b2 — 2abcosP = /a2 + b2 + 2abcosa

since a and [ are supplementary. Hence,

max (AC,BD) = \/a2+ b? 4 2ab|cosa| > max(a,b) = |g|«

thus
e = /2 + b2 + 2ab|cosa| = y/[af? + [al2 + 2lclolal=|cos6)].
Finally,
lal2 = /2(a2 + 1) = /(a3 + [al2)
therefore

2\/2(103 + [al2)(lal3 + a2 + 2lalo|alx|cos6))
|dfo[alesin®
2+/2(1+12)(1+ 12 + 21/cosB])
Tsin®

6.2.2 Rectangle

(6.7)

(6.8)

(6.9)
(6.10)

(6.11)

(6.12)

(6.13)

(6.14)

(6.15)

In this case, (6.15) shows that Q becomes the following function of the stretching

factor:

as(n = 2AEDED 53 (14 1),

Clearly, Q strictly increases over [1,+oo[ and
Q= (1) e 2Vt

hence, in particular, lim;_ 1o Q—(T) = +o0.
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6.2.3 Rhombus

In the case where g is a rhombus, then it follows from (6.15) that Q can be simplified
in a function of the sole torsion:

4,/2(1+ |cos6|)

Q(6) = 5B (6.18)
which diverges to +oo in both 0+ or 1. More precisely,
(©) i (6.19)
—o+t 0 '
8
0 ~ — 6.20
QQ( ) = T—0 ( )
6.2.4 Triangular degeneracy
In case of a triangular degeneracy of g towards a triangle t,
(3i € {A,B,C,D}) !;_q}ﬂl; =0 (6.21)

which implies in particular that min; 4; tends to 0, while neither |g|2 nor hmax do; thus,
by definition, Q, diverges to +oo. In other words, Q detects triangular degeneracies,
while neither { nor 1 do. Consequently, Q is not continuous with any underlying trian-
gle quality measure, unlike { and 1.

Remark 6.1. Clearly, this behavior is due to the fact that the denominator of Q is no
longer the entire area of the quadrilateral, but the minimal triangular area. Variations
of C and 1 can be designed consequently, if the goal is to detect triangular degeneracy.

An example of how g, 1 and Q behave in case of triangular degeneracy is provided by
the following example:

Example 6.1. Let <)X denote the kite such that ABC is a unitary equilateral triangle,
while ACD is iscosceles in D, with AD = CD =, as illustrated Figure 6. Obviously,

Figure 6: Kite ()x.

x must belong to ] %,+00[ but, since the aim is here to examine the case of a triangular
degeneracy, the interval is limited to | %,l[. It is straightforward to determine ¢, 1 and
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Q as function of xwhen g = <)X. In fact,

miin,‘zl; (x) = % X2 — % (6.22)
p(x) = 1+x (6.23)
a2 = 4/2(1+x%) (6.24)
dlo(x) = 1 (6.25)
a(x) = ‘/T§+% x2—%. (6.26)

Hence, when x — % both ¢ and 1 tend towards finite values (respectively, 3v/3 and
2v/3), while Q = +o.

7 Adaptation of K, toright isoscelesreferencetriangles

An interesting approach to estimate triangle quality has been proposed by various au-
thors (cf. [2, 6, 9]), based on the singular values of a matrix expressing the affine trans-
formation between the mesh element and a given reference element. More precisely,
these works have focused on the case where the reference element is a regular simplex,
since this element is generally considered to be the best possible for isotropic simplicial
meshes. An in-depth examination of the variations of such quality measures, as well as
a comparison with other quality measures has been made in [11].

It seems that the full derivation, in the case where the reference element is a right
isosceles triangle, appears for the first time in [10]. One reason is that such elements
do not generally correspond to the kind of triangles that are desired in the context of
finite element analysis. However, in the goal of extending this measure to quadrilateral
meshes, such elements become naturally the desired ones. Since the goal of the present
article is to provide a comprehensive analysis of quadrangle quality measures, this
derivation is recalled here.

7.1 Construction
As described in [2], the edge-matrix of a triangle t is defined by:

To= ( XF—Xe XG—Xe ) (7.1)
YF—YE YG—YE

and let W be the edge-matrix of a reference isosceles right triangle, for example

wz(é 2) (7.2)

meaning that W is, simply, the identity matrix of IR?. Hence, ToW~! = Ty is the matrix
that maps the reference element into t. Using the same ideas as in [2], it is possible
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to define matrix-norms based on the singular values o of Ty. Obviously, the symme-
try which arises when W is an equilateral triangle vanishes with this new reference
element. In particular, t is considered as being optimal only if the right angle is in
A. This property allows a strict control, not only over the shape of t, but also on the
vertex at which the right angle should be. The singular values are given by the positive
square-roots of the eigenvalues of the positive definite matrix TOT To. Now,

2 .
T To= ( ﬁg@ ﬁfzﬁ ): (7.3)

where - denotes the usual scalar product. The singular values o of Ty are thus obtained
from the characteristic equation of T To as

o' (f2+ )+ f2g2 — (EF -EG)* =0 (7.4)
or, equivalently,
o* — (f2+ ¢?)o? + 44> =0. (7.5)
Hence,
0’405 = f24+¢? (7.6)

and 010, = 2.4; where 02 and 03 (0 < 01 < 03) are the two roots of (7.5). A quality
measure can be constructed from the condition number of any unitarily invariant norm
of the matrix Ty (cf. [2]). One such family is derived from the SCHATTEN p-norms
defined by:

Np(To) = (6P + )P, pe[l,+ol. 7.7)
The case p = 2 is the FROBENIUS norm, the limiting case p — o is the spectral norm

and the case p =1 is the trace norm. A non-normalized quality measure is given by
the condition number K ,(To) which is defined as

_ _n\1/P
Kp(To) = [(Gf+ ab) (01 P+ p)] : (7.8)
In the particular case p = 2, using (1.2), it follows that
o?+05 fi+g® f24+¢
Ko(Tp)= 2% _1"*9 _ " *d (7.9)

0102 24,  fgsinn

thus k2 (Tp) depends only on metric and angular parameters of t, and therefore can
be denoted unambiguously as a function of t. In order to avoid the confusion with
the “classic” K2 triangle quality measure, with equilateral reference element, a slighty
different notation shall be used, e.g.,

Kz (t) = K2(To). (7.10)

Now, assuming that § =
it then follows that

é, which is allowed since t is non degenerate and thus g # 0,

Ly L 1\ 1
K3 (t) = Esinr] = <E+ E) ﬁ (711)
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or, in entirely angular terms, since (1.2) shows that § = Sing

siny’
. . - 2 . 2
K3 (t) = (S.'n(p+s'.nw> 1 _ sintedsiny (7.12)
sing ~ sin@ / sinn sinnsin@siny

Remark 7.1. As demonstrated in [11], the following angular identity arises in the con-
text of equilateral reference elements:

_sin?n +sin? @+ sin® Y
~ sinnsingsiny

Ka(t) (7.13)

and is invariant through angle permutation®, unlike (7.12). This is intuitively clear,
since equilateral triangles are Gs-invariant, while right isosceles triangles are not.
Therefore, since n, @ and Y are supplementary, the surface z= K»(t) can be equiv-
alently represented as a function of any angle pair of t, while this is no longer true
for z = K3(t), for which at least one angle must be specifically chosen. In particu-
lar, if one angle is chosen to be n (the one which is right, ideally, for k5), then the
second is arbitrary and can be, e.g., @. In this case, it follows from (7.12) and (7.13),
respectively,

_sin?@+sin? (N +¢)

1
k2(t) = sinnsingsin(n + ¢) (7.14)
and
in2 02 ")
Ka(t) = sin r?+3|.n (p4.-sm n+9 (7.15)
sinnsinsin(n + @)
7.2 Extremum
According to (7.11), consider the mapping
k: Ry_x]o,m[ —» R%
1 (7.16)

& — (5+3)

sinn

which is C* over the open domain IR x]0,Tt[; hence, any local extremum of k is
attained at a stationary point. The first order derivatives are:

ok 1\ 1

E(E,n) = (1_§) s (7.17)
ok _ 1Y cosn

E(E,n) = (E+E) e (7.18)

and, given the definition domain, the only stationary point is (1, 7). Again, the nature
of this point can be examined by means of the hessian matrix of k, assembled with the

9or, in less rigorous but simpler terms, symmetrical.
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second order derivatives of k:

%(E,n) _ ﬁ (7.19)
ginf(z,n) - (z+%) —Sinz”s;f:“z” (7.20)
e = —(1-3) =1 (721)
which gives, when (€,n) = (1, 3),
D)=y =2 (722)
% (L])=o. (7.23)

Thus, the hessian determinant is equal to 4 > 0 and the first diagonal entry is 2 > 0.
Hence, the hessian matrix is locally positive definite around the critical point, which
therefore corresponds to a strict local minimum of k. Since k is C* over its open
and connected definition domain, the uniqueness of the critical point ensures that this
minimum is, also, absolute. In other words, k3 (t) is minimal only for right (n = T)
isosceles (§ =1« f = @) triangles. In this case, the value of K5(t) is, obviously 2,
which provides the normalization coefficient.

Remark 7.2. If t is equilateral, then K3 (t) =
reference element is no longer equilateral.

4

58 231> 2 as expected since the

S

7.3 Asymptotic behavior

A needle degeneracy occurs when one, and only one, of the angles of t tends to 0
(cf. [11]). This implies none of them tends to 11, otherwise there would be two angles
tending to 0. Hence, one and only one of the sines in (7.12) tends to 0, implying that
the numerator tends to a non-zero value, while the denominator tends to 0. There-
fore, k3 (t) = +oo.

In the case where t flattens, i.e., one of its angles tends to T, either n — 71 (flattens
in E), orn — 0 (flattens in F or G). In both cases, sinn — 0 thus, combined with
the fact that & + ¢ > 2, it follows from (7.9) that k5 (t) — + .

Remark 7.3. In the case where t is a right triangle, but not necessarily right isosceles
in E, it follows from (7.11) that:

— if tisright in E, then k3 (t) = fz;zf’z, which equals 2 if and only if f =g, and

tends to +co as either é or % does (needle degeneracy);

— iftisrightin F, then k4 (t) = %, which at best equals 21/2, when e = gv/2,
and tends to +oo as either g or 2 does (needle degeneracy). In particular, if t is

also isosceles, then K3 (t) = 3. For symmetry reasons, the results are obviously
the same if t is right in G.
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Figure 7 provides a graphic comparison between the respective behaviors of Kk, (cf. [11]
for details) and k5. In fact, three different z=kz surfaces can be defined, depending
on which couple of angular variables is picked, because of the asymmetry explained in
Remark 7.1. Therefore, at least concerning Kz, either an n-axis must be specified, or
neither of the two axes'® actually are associated to . In Figure 7, nj is in abscissa and,
as expected, the two surfaces have different bottoms: (7, 7,1) for z=k3 and (3, §,1)
for z=ko.

Figure 7: Surfaces z= % (left) and z= %2 (right) as functions of n (abscissa) and
either @ or Y (ordinate), for z< 1.5 (up) and z < 3 (down).

8 Extending Ky to quadrilaterals

Section 7 provides a matrix-based triangle quality measure to the case where the ref-
erence element is a right isosceles triangle with, in addition, a specific control over
which edge is the hypotenuse. The main motivation of this modification is to allow, in
a second step, the adaptation of K, to quadrilaterals.

10jn fact, in this case, n is implicitly represented along the x+y = Taxis.
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8.1 Construction

Considering the generic planar quadrilateral g, four different triangles might be evalu-
ated by means of K5: ta = DAB, tg = ABC, tc = BCD and tp = CDA, with respective
edge-matrices Ta, Tg, Tc and Tp. Now, it follows from (7.1) that

Tat Tat To+ Tp = < 8 8 ) 8.1)
i.e,
Tie —To—T, =T (8.2)

In other words, it is not necessary to evaluate the four edge-matrices at each vertex of
the quadrilateral, since any of them is a linear combination of the three other ones. This
simply means that, given three vertex angles and edge ratios, the quadrilateral is fully
determined, up to homothecy.

Now, considering K5 (ti), as it has been previously modified for right isosceles triangles,
the qualities of each of these four triangles are, respectively,

a4 d? a +b?
L _ L —
Kz (ta) = adsina’ Kz (1) absinp’ (8.3)
b® + ¢ ¢ +d?
Ka(te) = bcsiny’ k2(to) = cdsind’ (84)

According to (8.1), K5 (tp) is related to K3 (ta), K5 (tg) and K5 (tc), but this dependency
is no longer linear, since singular values and, hence, polynomial equations, are in-
volved. Therefore, although it might appear as more elegant to design a quadrilateral
quality measure, depending only on three of the underlying triangle qualities, it is cer-
tainly much more costly. For this reason, a more realistic and certainly more efficient
idea is to take into account the four qualities. For instance, one might take the worst of
these qualities, in other words their max norm:

K3 () = max (K3 (ta), K3 (t8), K3 (tc), Kz (b)) (8.5)

Remark 8.1. As always, the problem with the max norm is that, provided the worst
triangle remains the same, it is intrisically unable to take into account quality variations
of the three other ones, as illustrated by Figure 8: k5 cannot detect the fact than a
quadrilateral is “less” distorted than the other.

A natural attempt to address the case mentioned in Remark 8.1 is to consider the arith-
metic mean instead of the max norm:

K(q) = K5 (ta) + K5 (ts) JArr K (tc) + K5 (tp)

. (8.6)

Remark 8.2. The choice of the arithmetic mean is arbitrary without any further justifi-
cation. One might, e.g., prefer to use the euclidean norm instead.
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Figure 8: Both quadrilaterals share the same k5.

8.2 Extremum
It has been proved in Section 7 that

(Vie {A,B,C,D}) Kk3z(ti)>2 (8.7)
with equality if and only if t; is a right isosceles triangle. Hence, by definition,

K%(Q)ZLZ:‘FZH:Z (8.8)

with equality if and only if all K5 (t;) are equal to 2. In addition,
K5(q) =2 <= (Vie {AB,C,D}) k3(t)=2 (8.9)

whence both k5 and K3 reach their unique absolute minimum only when q is a square.
Moreover, they have the same minimum, 2, which provides the normalization coeffi-
cient.

8.3 Asymptotic behavior
8.3.1 Parallelogram

As explained in Paragraph 5.2, when q is parallelogram it follows that sina = sinf3 =
sin@; in addition, a= cand b = d, whence

. a’+b?
from which it follows that
. aZ+b” g3
K3(Q) =K3(q) = 2bsing — % (8.11)
or, equivalently,
- a5+ lal3
K3(0) = k3(q) = m% (6.12)
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from which the following expression in terms of stretching and torsion of k3 for paral-
lelograms arises:

K3(0) = K3(q) = ﬁ (T+ %) . (8.13)

Remark 8.3. In the context of the K triangle quality measure, with an equilateral ref-
erence element, it is shown in [11] that the following identity holds:

o) = 2 (8.14)

- 2v34a’

which appears to be similar to (8.11), up to a constant factor. It is quite satisfactory to
obtain the same result, up to a constant factor, for triangles'* and parallelograms.

8.3.2 Rectangle

If g is a rectangle, then (8.13) can obviously be simplified as follows:

(@) = K30 =T+ ¢ .15)

thus k5 and k3 reduce to the same function, denoted as Kz, which depends only on
the stretching factor of g, and is obviously strictly increasing over [1,+oo[. In addition,
its asymptotic behavior is given by

T~ (o), (8.16)

Ko (1) Tt Torpoo

which implies, in particular, that Kk, diverges towards +co when T tends to +c.

8.3.3 Rhombus

It is also interesting to notice that, in the case where q is a rhombus, (8.13) show that
both k5 and k3 reduce to a function of ©:

5(0) = Kb(0) =Kz (8) = g ©.17)
which strictly decreases (resp. decreases) on ]0, 7] (resp. [T, ) and is equivalent to %
(resp. %) when 6 — 0t (resp. 8 — 1T). In particular, Ky, diverges to 4+ when 0
tends to either O* or 1T".

The relative sensitivities of k5 and K} to stretching and torsion are now discussed, by
solving Ko (T) = K24(0), i.e,

12 125in0— 21456
T

and solving for T reduces to finding the roots of the polynomial X?sin@ — 2X 4 sin®.

Obviously, these roots are lislii"ge‘, corresponding to a double root only when 6 = ¥

1in the usual case, when the reference element is equilateral.
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and, hence, T = 1,i.e, ifand only if qis asquare. Conversely, T = limpliessin6 = 1
thus © = 7. In the case where 8 # 7, it is clear that 1+ |cos6| > sin8 > 0, hence

LHEos9. complies with the fact that T > 1. Now, 8€]0,m{\{ ¥} implies 0 < sinf < 1

thus sin®6 < sin® and

1—|cosB| < 1—cos®0 =sin?8 < sinb. (8.19)

1+|cos@|

Therefore, 45

tion:

< 1, hence forany 8 € 10,1, (8.18) has the following unique solu-

14 |cos6)
=" (8.20)

2t
= and

In fact, they both correspond to the same shape for g, since they are

Moreover, solving (8.18) for 8 obviously brings two possible solutions, arcsin

2t
241"

TT— arcsin

supplementary.

Figure 9 represents the respective stretching factor vs. torsion sensitivities of { and K3,
using (5.40) and (8.20). Both graphs have a salient point in (3,1), since neither the
absolute value (for ¢) nor the square root (for k}) functions are ctino.

Figure 9: Graphs at two different scales providing the respective sensitivities of ¢ (dot-
ted) and k3 (solid) to stretching vs. torsion.

8.3.4 Triangular degeneracy

In case of a triangular degeneracy of g, i.e., at least one of its angles tends to T, it
follows immediately from (8.3) and (8.4) that at least one of the k3 (t;) tends to +oo,
as do k5(q) and k3(q). In other words, both k5 and k3 diverge in case of triangular
degeneracy.

Remark 8.4. Another quality measure could be defined by generalizing (8.11) to all
quadrilaterals. In the case of a triangular degeneracy, this measure would not diverge
because the denominator (the area) would not tend to 0, while the numerator (the sum of
all squared edge lengths) remains bounded. Moreover, it would not be continuous with
the K3 triangle quality measure, even after adjusting normalization coefficients, since
A — 4 while |q|3 4 [t|3. This makes a clear difference with Z, for which triangular
continuity is ensured by the fact that p — pt.
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9 Numerical results

Because of the four-dimensionality of Q1, it is impossible to provide comprehensive
plottings of quadrangle quality measures, e.g. as in [11]. The alternate approach used
here is to test these measures over a representative set of quadrilaterals. In addition, T,
0,41, Q, K} and k5 are tested on various quadrilateral meshes.

9.1 Reference quadrilaterals

The proposed set of reference elements consists in the previously introduced quadrilat-
erals , @, ¢and <>X(With x=0.51and x = 0.501), along with:

- and ma , rectangles with respective stretching factors of 2 and 100;
- g1 and ¢, denoting the two quadrilaterals of Figure 8;

- &, arhombus such as AB = 5AC.

C o [ 1] b [ el ik s
O 1 1 1 1 1 1 1
2 1 1.125 15 1.25 1.25 1.25

255 | 50.5 50 50.01 | 50.01
15 | 1.155 | 1.155 | 1.414 | 1.155 | 1.155
7.841 | 5.025 | 5.025 | 7.071 | 5.025 | 5.025
<>o‘51 1961 | 1.261 | 1.18 | 1.562 | 5.585 | 1.588 | 2.588
<>o.501 1.996 | 1.415 | 1.255 | 1.672 | 17.68 | 2.969 | 7.933
© 7.4 1 1.885 | 3.389 | 33.9 | 2.957 | 3.604
O1 2.693 | 1.484 | 1.437 | 2.152 | 4456 | 1.598 | 1.929
(o) 2112 | 1.824 | 1.498 | 2.085 | 3.428 | 1.602 | 1.929

B
[EEN
o
o
[EEN

©
H

<
H

Table 1: Qualities of a representative set of quadrilaterals.

The corresponding normalized quality measures are given Table 1, from which several
remarks can be made:

— as mentioned before, neither T nor ¢ make sense as quality measures in a general
context; however, when considered together, they provide valuable information
about quadrilateral shape along two “dimensions” of Q1;

— as expected, neither ¢ nor 1 detect the triangular degeneracies which appear in
<)o,51 and, more markedly, in <)0_501 . The fact that, nevertheless, | grants worse
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qualities to these quadrangles than ¢ does is due to the “unsmoothing effect”
implied by the presence of |q|. in the former;

— as expected, K5 and K5 are disconnected as soon as asymmetry appears. In this
case, K5 is more sensitive to distortion than k3. Moreover, although K3 is sup-
posed to be more discriminant than k5 when the worst part'2 of g is invariant,
this difference is not significant between g1 and qp;

— Q is extremely sensible, which is not a problem per se, but in this case one can
wonder whether it is justified to obtain, roughly, Q (@) ~ 10Q(qy). In addition,
Q(q1) is significantly worse than Q(q_) as opposed to, e.g., the results obtained
with Kp-based quality measures. Depending on application, one might decide
which of g; or g2 should be considered as best, but Q seems to be slightly un-
balanced overall

9.2 Quadrilateral meshes

An other perspective on mesh quality measures is to examine how they behave on
actual meshes. In this goal, it will be made use of six different quadrangular meshes,
denoted as L; to Lg, of a given planar domain, as illustrated by Figure 10. These
meshes differ in regularity, density an isotropy, and these variations should appear in
terms of mesh quality. There are numerous ways to evaluate the quality of an entire
mesh from that of its elements; discussing them is beyond the scope of this article. The
most natural approach consists in considering the range'® and the arithmetic mean of
element quality measures across the entire mesh. The corresponding results are given
in Table 2. From these numerous results, it appears that:

— clearly, Q and k3 are much more discriminant than the other quality estimates.
For example, both L1 and L4 contain very distorted elements (as confirmed by
worst torsion and skewness) and the respective maxima of Q and K3 across these
meshes are much greater than for the other quality measures. In fact, these spe-
cific examples exhibit a strong correlation between Q, and K5 which is not a
general rule, as exhibited by Table 1;

— the unbalanced behavior of Q, suspected from the results of Table 1, is not con-
firmed here;

— on the contrary, k3 and k5 are largely disconnected: the trend observed in Table 1
for some configurations is confirmed across entire meshes;

— L3z is considered as very good mesh by C but not by Q nor k5. A close visual ex-
amination of this mesh shows that only triangular degeneracies can be observed,
explaining why ¢ does not detect them.

Lin the sense of the k triangle quality measure.
13j e, the best and the worst element qualities.
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Figure 10: Six different quadrilateral meshes of the same domain. Data courtesy of
INRIA Rocquencourt, France.
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T o | gt | T | Q| |

-+ -+ -+ -+ -+ -+ -+

Ly 1.66 1.31 1.2 15 251 1.35 2.64
1 581 1121 |1 103 1 155 1 103 1272 | 1 162

L, 1.65 1.2 1.12 1.39 1.93 1.2 2.02
102 623 | 1 538 | 1 478 | 1.01 7.82 | 1.02 18.8 1 57 1 241

Ls 1.63 1.13 1.07 1.33 1.66 1.12 1.8
1.04 348 | 1 213 116 1.02 234 | 103 705 | 1 214 | 1 448

Ly 1.94 1.19 1.15 1.52 2.22 1.26 2.24
102 639 | 1 265 | 1 347 | 103 621 | 106 36 |1 551 |1 16.7

Ls 1.56 1.14 1.07 13 1.66 1.12 1.78
103 443 | 1 21 |1 204 | 1.02 357 | 1.03 708 | 1 244 | 1 6.29

Le 151 11 1.05 1.26 1.59 1.09 1.69
1.02 3.7 1207 |1 149 | 101 235 | 102 712 | 1 213 |1 448

Table 2: Arithmetic mean and range of quality measures across six different quadrilat-
eral meshes of the same domain.

Conclusions and future wor k

The results demonstrated in this article concerning quadrilateral quality measures are
summarized in Table 3. Column “= 1" indicates which particular element optimizes
the normalized quality; columns “r=1 "and ¢ provides the asymptotic behavior of the
normalized quality when, respectively, the element is a rectangle with stretching factor
T tending to + and a rhombus with torsion 8 tending to 0; column ¢; column “— A”
indicates whether measure diverges or not in the case of a triangular degeneracy of the
quadrilateral. Depending on the specific needs of the user, Table 3 allows one to choose
which quality measure fits one’s specific needs. In particular whether divergence to +oo
in the case of a triangular degeneracy is desireable or not. Moreover, it seems that, in
the case of Q, considering @ as five times worse than <)o‘51 is certainly subject to
caution. Overall, K3 and K5 appear to be the best-behaved planar quadrilateral quality
measures, in the case where triangular degeneracy detection is desireable.

Among other interesting questions remaining to be addressed are:

— point-placement strategies; in other words, given three vertices and a quality
measure, what is (are) the optimal fourth vertex position(s) ?

— possible extensions to quadrilateral-sided hexahedrons;

— the correlation of these results to actual numerical quadrilateral-based numerical
finite element or finite volume computations;
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=1 0 - A
T rhombus | ~T | =1 no
a inscribed | =1 | =5 no
1T square | ~% | ~3 no
n square | ~% | ~% | no
4—\1ﬁQ square | ~ % | ~ @ yes
K} square | ~% | ~3& | yes
K3 square | ~% | ~3& | yes

Table 3: Summary of quadrilateral quality measures.

— no theoretical reason prevents the use of these quality estimates in a non-euclidean
context; however, actual implementations, e.g., , in the case of non-unifrom rie-
manian metric, are certainly a challenge.
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Sundance: A HIGH-LEVEL TOOL FOR PDE-CONSTRAINED
SIMULATION AND OPTIMIZATION

KEVIN R. LONG’

Sandia National Laboratories
MS 9217 P.O. Box 969
Livermore, CA 94551, U.S.A.

ABSTRACT: In this talk we describe Sundance, a software system for rapid devel-
opment of parallel PDE simulation and optimization problems. Sundance was origi-
nally designed with PDE-constrained optimization in mind, but the features that make
it suitable for use in PDE-constrained optimization turn out to also make it useful as a
general-purpose research tool in PDE simulation.

Modern algorithms for PDE-constrained optimization require the application of oper-
ators and the solution of systems of equations that are different from those used in a
single solution of the PDE, and require a closer degree of interaction between the PDE
solver and optimizer than is usually available. Even with modern PDE frameworks such
as Sandia’s SI ERRA and Nevada, it involves considerable development effort to obtain
the quantities required for PDE-constrained optimization, and consequently the best al-
gorithms for PDE-constrained optimization have been little used outside of academic
research projects. Indeed, even research into these algorithms is hindered because of
the considerable startup costs involved in writing a non-traditional PDE-simulator.

To facilitate research into, and application of, PDE-constrained optimization we have
developed a general-purpose PDE solver system that has been designed from the ground
up with large-scale, parallel, PDE-constrained optimization in mind. This system,
called Sundance, accepts a system of coupled PDEs and boundary conditions writ-
ten in symbolic form that is close to the notation in which a scientist or engineer would
normally write them with pencil and paper. Each function or variation appearing in this
symbolic description is annotated with a specification of the finite-element basis with
which that object will be discretized. This information, along with a mesh, is then used
by Sundance to assemble the implied discretized operators.

The symbolic interface to Sundance makes it quite simple to develop a high-
performance code to create the non-traditional operators seen in PDE-constrained opti-
mization. Furthermore, this symbolic interface is essentially a rapid-development tool
that can be used for exploration of new solver algorithms, physical models, or finite-
element formulations that are not available in standard codes.
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“krl ong@a. sandi a. gov
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